EXISTENCE OF POSITIVE SOLUTIONS FOR FOURTH-ORDER BOUNDARY VALUE PROBLEMS WITH THREE-POINT BOUNDARY CONDITIONS
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ABSTRACT. In this work, by employing the Krasnosel’skii fixed point theorem, we study the existence of positive solutions of a three-point boundary value problem for the following fourth-order differential equation
\begin{align*}
\{ & u^{(4)}(t) - f(t, u(t), u''(t)) = 0, \quad 0 \leq t \leq 1, \\
& u(0) = u(1) = 0, \quad \alpha u''(0) - \beta u'''(0) = 0, \quad u''(1) - \alpha u''(\eta) = 0,
\end{align*}
where \( \beta > 0, 0 < \eta < 1, 0 < \alpha \eta < 1, (1 - \alpha \eta) + \beta(1 - \alpha) > 0. \)
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1. INTRODUCTION

In this paper, we will study the existence of positive solutions of a three-point boundary value problem for the following fourth-order differential equation
\begin{align*}
\{ & u^{(4)}(t) - f(t, u(t), u''(t)) = 0, \quad 0 \leq t \leq 1, \\
& u(0) = u(1) = 0, \quad \alpha u''(0) - \beta u'''(0) = 0, \quad u''(1) - \alpha u''(\eta) = 0,
\end{align*}
where \( \beta > 0, 0 < \eta < 1, 0 < \alpha \eta < 1, \Delta := (1 - \alpha \eta) + \beta(1 - \alpha) > 0. \)

Recently, motivated by the wide application of the BVPs in physical and applied mathematics, the study of multi-point boundary value problems has received increasing interest. Many approaches, such as the Leray–Schauder continuation theorem, nonlinear alternatives of Leray–Schauder, fixed-point theorems, and coincidence degree theory, are used to acquire the existence and multiplicity results, see [1, 2, 3, 4].

The study of multi-point boundary value problems of linear second-order ordinary differential equations was initiated by Il‘in and Moiseev [5]. Then Gupta [6] studied three-point boundary value problems of nonlinear ordinary differential equations. The first work about positive solutions of multi-point boundary value problems is due to
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In [7], under the assumption that the nonlinearity of $f$ is either super-linear or sub-linear, the existence of at least one positive solution was showed by applying the Guo-Krasnoselskii’s fixed point theorem. See Liu [8], Li [9], Yao [10], Wei and Pang [11], Zhonga et al. [12] for more information.

Here, by a positive solution $u^*$ of BVP (1) we mean a solution $u^*$ of BVP (1) which satisfies $u^* > 0, 0 < t < 1$. We give the following assumptions:

(H1) $\beta > 0, 0 < \eta < 1, 0 < \alpha < \frac{1+\beta}{\eta+\beta} \left( \leq \frac{1}{\eta} \right)$ and $\Delta := (1-\alpha\eta) + \beta(1-\alpha) > 0$.

(H2) $f \in C([0, 1] \times [0, \infty) \times (-\infty, 0], [0, \infty))$ and

$$0 < \int_0^1 (s + \beta)(1-s)ds < +\infty.$$ 

Inspired and motivated by the works mentioned above, in this work we will consider the existence of positive solutions to BVP (1). we shall first give a new form of the solution, and then determine the properties of the Green’s function for associated linear boundary value problems; finally, by employing the Guo-Krasnosel’skii fixed point theorem, some sufficient conditions guaranteeing the existence of a positive solution.

The rest of the article is organized as follows: in Section 2, we present some preliminaries and the Guo-Krasnosel’skii fixed point theorem that will be used in Section 3. The main results and proofs will be given in Section 3. Finally, in Section 4, we shall give two examples to illustrate our main results.

2. Preliminaries

In this section, we present some notations and preliminary lemmas that will be used in the proofs of the main results.

**Definition 2.1.** Let $X$ be a real Banach space. A non-empty closed set $P \subset X$ is called a cone of $X$ if it satisfies the following conditions:

1. $x \in P, \mu \geq 0$ implies $\mu x \in P$,
2. $x \in P, -x \in P$ implies $x = 0$.

Let $E = \{ u \in C^2[0, 1]; u(0) = u(1) = 0 \}$. Then we have the following lemma:

**Lemma 2.2.** For $u \in E$, $\|u\|_{\infty} \leq \|u'\|_{\infty} \leq \|u''\|_{\infty}$, where $\|u\|_{\infty} = \sup_{t \in [0, 1]} |u(t)|$.

thus, $E$ is a Banach space when it is endowed with the norm $\|u\| = \|u''\|_{\infty}$.

**Lemma 2.3.** If $Y(t) \in C([0, 1])$, then the following boundary value problem

$$\begin{cases} y''(t) + Y(t) = 0, & 0 \leq t \leq 1, \\ y(0) - \beta y'(0) = 0, & y(1) - \alpha y(\eta) = 0, \end{cases}$$

has a unique solution

$$y(t) = \int_0^1 G(t, s)Y(s)ds,$$
where
\[
G(t, s) = \begin{cases} 
\frac{1}{\Delta} (s + \beta)((1 - t) + \alpha(t - \eta)), & s \leq \min\{t, \eta\}; \\
\frac{1}{\Delta} ((s + \beta)(1 - t) + \alpha(t - s)(\eta + \beta)), & 0 < \eta \leq s \leq t \leq 1; \\
\frac{1}{\Delta} (t + \beta)((1 - s) + \alpha(s - \eta)), & 0 \leq t \leq s \leq \eta \leq 1; \\
\frac{1}{\Delta} (t + \beta)(1 - s), & \max\{t, \eta\} \leq s.
\end{cases}
\] (2.3)

**Proof.** In fact, if \( u(t) \) is a solution of the BVP (2.2), then we may assume that
\[
y(t) = -\int_0^t (t - s)Y(s)ds + At + B.
\]
By the boundary conditions (2.1), we get
\[
A = \frac{1}{\Delta} \left\{ \int_0^1 (1 - s)Y(s)ds - \alpha \int_0^\eta (\eta - s)Y(s)ds \right\}, \\
B = \frac{\beta}{\Delta} \left\{ \int_0^1 (1 - s)Y(s)ds - \alpha \int_0^\eta (\eta - s)Y(s)ds \right\}.
\]
Therefore, BVP (2.1) has a unique solution
\[
y(t) = -\int_0^t (t - s)Y(s)ds + \frac{t}{\Delta} \left\{ \int_0^1 (1 - s)Y(s)ds - \alpha \int_0^\eta (\eta - s)Y(s)ds \right\} \\
+ \frac{\beta}{\Delta} \left\{ \int_0^1 (1 - s)Y(s)ds - \alpha \int_0^\eta (\eta - s)Y(s)ds \right\}.
\]
The proof is complete.

**Lemma 2.4.** If \( u \in C[0, 1] \), then the following boundary value problem
\[
\begin{align*}
\begin{cases} 
u''(t) = -y(t) & 0 \leq t \leq 1, \\
u(0) = u(1) = 0,
\end{cases}
\end{align*}
\] (2.4)
has a unique solution
\[
u(t) = \int_0^1 H(t, s)y(s)ds,
\] (2.5)
where
\[
H(t, s) = \begin{cases} 
s(1 - t), & s \leq t \\
t(1 - s), & t \leq s.
\end{cases}
\]

**Proof.** In fact, if \( u(t) \) is a solution of the BVP (2.4), then we may suppose that
\[
u(t) = -\int_0^t (t - s)y(s)ds + At + B.
\]
By the boundary conditions (2.4), we get \( B = 0 \) and
\[
A = \int_0^1 (1 - s)y(s)ds.
\]
Therefore, BVP (2.4) has a unique solution
\[
u(t) = -\int_0^t (t - s)y(s)ds + t \int_0^1 (1 - s)y(s)ds = \int_0^1 H(t, s)y(s)ds.
\]
The proof is complete.

**Remark 1.** By Lemma 2.3 and Lemma 2.4, the BVP (1.1) has a unique solution

\[ u(t) = \int_0^1 H(t, s) \int_0^1 G(s, r) f(r, u(r), u''(r)) dr ds, \]

where

\[ y(t) := -u''(t) = \int_0^1 G(t, s) f(s, u(s), u''(s)) ds. \]

We need some properties of the function \( H \) and \( G \) in order to discuss the existence of positive solutions.

**Lemma 2.5.** (See [13]) \( H(t, s) \geq 0 \) and \( G(t, s) \geq 0 \), for all \((t, s) \in [0, 1] \times [0, 1] \).

**Lemma 2.6.** (See [13].) For all \( t, s \in [0, 1] \times [0, 1] \), we have

\[ k_1(t)G(s, s) \leq G(t, s) \leq k_2(s + \beta)(1 - s), \]

where

\[ k_1(t) = \min \{1, \alpha(1 - \eta), t, 1 - t\}, \quad k_2 = \max \left\{1 + \alpha \frac{\alpha(1 - \eta)}{1 - \alpha \eta}, \frac{\alpha}{1 - \alpha \eta}\right\}. \]

Obviously \( k_1(t) \geq 0 \) is a nonnegative function and \( k_2 \) is positive constant.

**Lemma 2.7.** The unique solution \( u(t) \) of the BVP (1.1) is nonnegative and satisfies

\[ \min_{t \in [\eta, 1]} (-u''(t)) \geq \lambda \| u \|, \]

where \( \lambda = \min \{\eta, \alpha \eta, \frac{\alpha(1 - \eta)}{1 - \alpha \eta}\} \).

**Proof.** It is obvious that \( u(t) \) is nonnegative and \( y(t) = -u''(t) \) is concave on \([0, 1]\) since, by Lemma 2.3, \( y''(t) = -f(t, u(t), u''(t)) \leq 0 \). By (2.5), Lemma 2.3 and Lemma 2.5, we easily know that \( y(0) \geq 0 \). Let \( \| y \|_{\infty} = y(t^*), t^* \in [0, 1] \). If \( 0 \leq \alpha \leq \eta < 1 \), then \( \min_{\eta \leq t \leq 1} y(t) = y(1) \).

(1) For \( 0 \leq t^* \leq \eta < 1 \), by concavity of \( y \), we easily know

\[ \| y \|_{\infty} = y(t^*) \leq y(1) + (y(\eta) - y(1)) \frac{t^* - 1}{\eta - 1} \leq \frac{1 - \alpha \eta}{\alpha(1 - \eta)} y(1). \]

(2) For \( \eta \leq t^* < 1 \), we have

\[ \| y \|_{\infty} = y(t^*) \leq y(0) + (y(\eta) - y(0)) \frac{t^*}{\eta} \leq \frac{1}{\alpha \eta} y(1). \]

If \( 1 \leq \alpha < \frac{\alpha + \beta}{\alpha \eta + \beta} \leq \frac{1}{\eta} \), then \( \min_{\eta \leq t \leq 1} y(t) = y(\eta) \). Thus, we have

\[ \| y \|_{\infty} = y(t^*) \leq y(\eta) \frac{t^*}{\eta} < \frac{y(\eta)}{\eta}. \]

From the above discussion, we get

\[ \min_{\eta \leq t \leq 1} y(t) \geq \min \{\eta, \alpha \eta, \frac{\alpha(1 - \eta)}{1 - \alpha \eta}\} \| y \|_{\infty} = \lambda \| y \|_{\infty}. \]

Thus, by Lemma 2.2, we have

\[ \min_{\eta \leq t \leq 1} (-u''(t)) \geq \lambda \| -u'' \|_{\infty} = \lambda \| u \|. \]
Then, we achieve the desired result. Denote
\[ P = \{ u \in E; u(t) \geq 0, \min_{t \in [\eta, 1]} (-u''(t)) \geq \lambda \| u \| \}. \]

It is obvious that \( P \) is cone.
Define the operator \( T \) by
\[ Tu(t) = \int_0^1 H(t, s) \int_0^1 G(s, r) f(r, u(r), u''(r)) dr ds. \] (2.8)

By Remark 1, BVP (1.1) has a positive solution \( u = u(t) \) if and only if \( u \) is a fixed point of \( T \).

Lemma 2.8. The operator defined in (2.8) is completely continuous and satisfies \( T(P) \subseteq P \).

Proof. The operator defined in (2.8) by an application of the Arzela-Ascoli theorem, is completely continuous and by Lemma 6, we know that \( T(P) \subseteq P \).
Our approach is based on the following Guo-Krasnosel’skii fixed point theorem of cone expansion-compression type ([14] and [15]).

Theorem 2.9. ([14]) Let \( E \) be a Banach space and \( P \subseteq E \) a cone in \( E \). Assume \( \Omega_1 \) and \( \Omega_2 \) are open subsets of \( E \) with \( 0 \in \Omega_1 \) and \( \overline{\Omega_1} \subseteq \Omega_2 \). Let \( T : P \cap (\overline{\Omega_2} \setminus \Omega_1) \rightarrow P \) be a completely continuous operator. In addition suppose either
(A) \( \| Tu \| \leq \| u \| \), \( \forall u \in P \cap \partial \Omega_1 \) and \( \| Tu \| \geq \| u \| \), \( \forall u \in P \cap \partial \Omega_2 \)
(B) \( \| Tu \| \geq \| u \| \), \( \forall u \in P \cap \partial \Omega_1 \) and \( \| Tu \| \leq \| u \| \), \( \forall u \in P \cap \partial \Omega_2 \)
holds. Then \( T \) has a fixed point in \( P \cap (\overline{\Omega_2} \setminus \Omega_1) \).

3. Main results
In this section, we discuss the existence of a positive solution of BVP (1.1). For convenience we set
\[
\begin{align*}
\max f_0 &= \lim_{-v \to a^+} \max_{t \in [0,1]} \sup_{u \in [0,\infty]} \frac{f(t, u, v)}{-v}, \\
\min f_0 &= \lim_{-v \to a^+} \min_{t \in [0,1]} \inf_{u \in [0,\infty]} \frac{f(t, u, v)}{-v}, \\
\max f_\infty &= \lim_{-v \to +\infty} \max_{t \in [0,1]} \sup_{u \in [0,\infty]} \frac{f(t, u, v)}{-v}, \\
\min f_\infty &= \lim_{-v \to +\infty} \min_{t \in [0,1]} \inf_{u \in [0,\infty]} \frac{f(t, u, v)}{-v}.
\end{align*}
\]

Theorem 3.1. Suppose that \( f \in C([0, 1] \times [0, \infty) \times (-\infty, 0], [0, \infty)) \) and \( f \) is superlinear, i.e., \( \max f_0 = 0 \) and \( \min f_\infty = +\infty \); then the BVP (1.1) has at least one positive solution.
Proof. Since \( \max f_0 = 0 \), then for any \( \varepsilon \) satisfying \( k_2 \varepsilon \int_0^1 (s + \beta)(1 - s)ds \leq 1 \), there exists \( R_1 > 0 \) such that
\[
f(t, u, v) \leq \varepsilon (-v), \quad \text{for } t \in [0, 1], \ u \in [0, +\infty), \ 0 \leq -v \leq R_1.
\] (3.1)
Set \( \Omega_1 = \{ u \in P : \|u\| < R_1 \} \). Then, for any \( u \in P \cap \partial \Omega_1 \), from Lemma 2.6, Lemma 2.8 and using (3.1) we have
\[
-(Tu)''(t) = \int_0^1 G(t, s)f(s, u(s), u''(s))ds
\leq k_2 \int_0^1 (s + \beta)(1 - s)f(s, u(s), u''(s))ds
\leq k_2 \varepsilon \int_0^1 (s + \beta)(1 - s)(-u'')(ds)
\leq \|u''\|_\infty = \|u\|,
\]
which implies that
\[
\|Tu\| \leq \|u\| \quad \text{for } u \in P \cap \partial \Omega_1. \tag{3.2}
\]
On the other hand, since \( \min f_\infty = +\infty \), then for any \( \varepsilon \) satisfying \( \varepsilon k_1 \int_0^1 G(s, s)ds \geq 1 \), there exists \( R_2 > R_1 > 0 \) such that
\[
f(t, u, v) \geq \varepsilon (-v), \quad \text{for } t \in [0, 1], \ u \in [0, +\infty), \ -v \geq R_2.
\] (3.3)
Set \( \Omega_2 = \{ u \in P : \|u\| < R_2 \} \). For any \( u \in P \cap \partial \Omega_2 \), by Lemma 2.7 one has \( \min_{t \in [\tau, 1]} u(t) \geq \lambda \|u\| \). Thus, from (2.8) and (3.3) we can conclude that
\[
-(Tu)''(\frac{1}{2}(\eta + 1)) = \int_0^1 G(\frac{1}{2}(\eta + 1), s)f(s, u(s), u''(s))ds
\geq k_1 (\frac{1}{2}(\eta + 1)) \int_0^1 G(s, s)f(s, u(s), u''(s))ds
\geq \varepsilon k_1 (\frac{1}{2}(\eta + 1)) \int_0^1 G(s, s)(-u'')(ds)
\geq \varepsilon k_1 (\frac{1}{2}(\eta + 1)) \lambda \|u\| \int_0^1 G(s, s)ds
\geq \|u\|,
\]
and thus
\[
\|Tu\| \geq \|u\| \quad \text{for } u \in P \cap \partial \Omega_2. \tag{3.4}
\]
Therefore, by (3.2), (3.4) and the first part of Theorem 1 we know that the operator \( T \) has a fixed point in \( P \cap (\overline{\Omega_2 \setminus \Omega_1}) \).

\textbf{Theorem 3.2.} Suppose that \( f \in C([0, 1] \times [0, \infty) \times (-\infty, 0]) \) and \( f \) is sublinear, i.e., \( \min f_0 = +\infty \) and \( \max f_\infty = 0 \); then the BVP (1.1) has at least one positive solution.
Proof. Since \( \min f_0 = +\infty \), then for any \( \epsilon \) satisfying \( \epsilon k_1(\frac{1}{2}(\eta+1)) \lambda \int_0^1 G(s, s) ds \geq 1 \), there exists \( R_1 > 0 \) such that
\[
f(t, u, v) \geq \epsilon (-v), \quad \text{for } t \in [0, 1], \quad u \in [0, +\infty), \quad 0 \leq -v \leq R_1. \quad (3.5)
\]
Set \( \Omega_1 = \{ u \in P : ||u|| < R_1 \} \). For any \( u \in P \cap \partial \Omega_1 \), by Lemma 2.7 one has \( \min_{t \in [r, 1]} u(t) \geq \lambda ||u|| \). Thus, from (2.9) and (3.5) we can conclude that
\[
-(Tu)''(\frac{1}{2}(\eta + 1)) = \int_0^1 G(\frac{1}{2}(\eta + 1), s)f(s, u(s), u''(s)) ds
\]
\[
\geq k_1(\frac{1}{2}(\eta + 1)) \int_0^1 G(s, s)f(s, u(s), u''(s)) ds
\]
\[
\geq \epsilon k_1(\frac{1}{2}(\eta + 1)) \int_0^1 G(s, s)(-u''(s)) ds
\]
\[
\geq \epsilon k_1(\frac{1}{2}(\eta + 1)) \lambda ||u|| \int_0^1 G(s, s) ds
\]
and thus
\[
||Tu|| \geq ||u|| \quad \text{for } u \in P \cap \partial \Omega_1. \quad (3.6)
\]
Next, since \( \max f_\infty = 0 \), we consider two cases:

Case(i): Suppose that \( f(t, u, v) \) is bounded, i.e., there exist a positive constant \( M \) such that \( f(t, u, v) \leq M \). Take \( \max \{ k_2 M \int_0^1 (s + \beta)(1 - s) ds, R_1 \} \leq R_2 \). For \( u \in P \) with \( ||u|| = R_2 \),
\[
-(Tu)''(t) = \int_0^1 G(t, s)f(s, u(s), u''(s)) ds
\]
\[
\leq k_2 \int_0^1 (s + \beta)(1 - s)f(s, u(s), u''(s)) ds
\]
\[
\leq k_2 M \int_0^1 (s + \beta)(1 - s) ds
\]
\[
\leq R_2 = ||u||,
\]

Case(ii): Suppose that \( f(t, u, v) \) is unbounded. Since \( \max f_\infty = 0 \), then for any \( \epsilon \) satisfying \( k_2 \epsilon \int_0^1 (s + \beta)(1 - s) ds \leq 1 \), there exist \( R_0 > R_1 \) such that
\[
f(t, u, v) \leq \epsilon (-v), \quad \text{for } t \in [0, 1], \quad u \in [0, +\infty), \quad -v \geq R_0. \quad (3.7)
\]
Then we define a function \( f^*(r) : [0, \infty) \rightarrow [0, \infty) \) by
\[
f^*(r) = \max \{ f(t, u, v) : t \in [0, 1], 0 \leq u \leq r, 0 \leq -v \leq r \}.
\]
It is easy that \( f^*(r) \) is non-decreasing and \( \lim_{r \rightarrow +\infty} \frac{f^*(r)}{r} = 0 \). There exists \( R_0 \) such that
\[
f^*(r) \leq \epsilon r, \quad \text{for } r \in [R_0, +\infty). \quad (3.8)
\]
Taking \( R_2 > R_0 \), from (3.7) and (3.8)
\[
f(t, u, v) \leq f^*(R_2) \leq \epsilon R_2, \quad \text{for } t \in [0, 1], \quad 0 \leq u \leq R_2, \quad 0 \leq -v \leq R_2. \quad (3.9)
\]
On the other hand, for $u \in P$ with $\|u\| = R_2$, from Lemma 2.2 we know that

$$\|u\|_{\infty} \leq R_2. \tag{3.10}$$

From Lemma 2.6 and by using (3.9) and (3.10), for $u \in P$ with $\|u\| = R_2$

$$-(Tu)''(t) = \int_0^1 G(t, s) f(s, u(s), u''(s)) ds$$

$$\leq k_2 \int_0^1 (s + \beta)(1 - s) f(s, u(s), u''(s)) ds$$

$$\leq k_2 \varepsilon R_2 \int_0^1 (s + \beta)(1 - s) ds$$

$$\leq R_2 = \|u\|,$$

Therefore, in either case, we set $\Omega_2 = \{u \in P : \|u\| < R_2\}$ such that

$$\|Tu\| \leq \|u\| \quad \text{for} \quad u \in P \cap \partial \Omega_2. \tag{3.11}$$

Therefore, by (3.6), (3.11) and the second part of Theorem 2.9 we know that the operator $T$ has a fixed point in $P \cap (\Omega_2 \setminus \Omega_1)$.

4. APPLICATION

Example 4.1. Consider the following boundary value problem system:

$$\begin{cases}
  u^{(4)}(t) = f(t, u(t), u''(t)) \quad 0 \leq t \leq 1, \\
  u(0) = u(1) = 0, \quad u''(0) - u'''(0) = 0, \quad u''(1) - \frac{1}{2} u''(\frac{1}{2}) = 0,
\end{cases} \tag{4.1}$$

where $f(t, u(t), u''(t)) = \frac{1}{\sqrt{1+u}} - (u''+3 + \sin \pi t)$. Clearly,

$$0 < \int_0^1 (s + \frac{1}{2})(1 - s) ds < +\infty, \quad \min f_0 = +\infty, \quad \max f_{\infty} = 0.$$

By Theorem 3.2, system (4.1) has at least one positive solution.

Example 4.2. Consider the following boundary value problem system:

$$\begin{cases}
  u^{(4)}(t) = f(t, u(t), u''(t)) \quad 0 \leq t \leq 1, \\
  u(0) = u(1) = 0, \quad u''(0) - u'''(0) = 0, \quad u''(1) - \frac{1}{2} u''(\frac{1}{2}) = 0,
\end{cases} \tag{4.2}$$

where, $f(t, u(t), u''(t)) = \frac{(-u''+3)}{\sqrt{1+u}} - (u''+3 + \sin \pi t)$. Clearly,

$$0 < \int_0^1 (s + \frac{1}{2})(1 - s) ds < +\infty, \quad \max f_0 = 0, \quad \min f_{\infty} = +\infty.$$

Then by Theorem 3.1, system (4.2) has at least one positive solution.
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