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1. Introduction

In the description of certain phenomena in physics, it is required
to take into account that the rate of propagation of interaction is fi-
nite, such as relativistic dynamics and nuclear reactors. Furthermore,
it should be noted that these phenomena can usually be modeled with
functional differential equations, which can be easily converted to FIEs
by integrating them. This conversion can sometimes be useful from a
numerical point of view due to the advantages of the numerical stability
properties of FIEs when compared to functional differential equations
[5].

Let us consider the FIEs of the form

y(t) =



ϕ(z) +

∫ t

z0

k1(z, τ, y(τ))dτ

+

∫ Θ(z)

z0

k2(z, τ, y(τ))dτ, z ∈ (z0, Z],

g(z), t ∈ [θ(z0), z0],

(1.1)

Here, k1 ∈ C(Ω), Ω = {(z, τ) : z0 ≤ τ ≤ z ≤ Z, z ∈ J := [z0, Z]} and
k2 is supposed to be continuous in ΩΘ = {(z, τ) : θ(z0) ≤ τ ≤ Θ(z), z ∈
J} and g, ϕ, are at least continuous on their domains.

The following conditions will apply to the delay function Θ within
this paper:

(A1) Θ(z) = z − φ(z), with φ(z) ≥ φ0 > 0 for z ∈ J ,
(A2) Θ is strictly increasing on J ,
(A3) φ ∈ Cd(J) for some d ≥ 0.
The non-vanishing delay Θ(z) induces the primary discontinuity points

{ξµ} for the solution of (1.1): they are ascertained by the recursion
Θ(ξµ) = ξµ−1, µ ≥ 0, ξ−1 = Θ(z0), ξ0 = z0.

These conditions ensure that the given discontinuity points possess
uniform separation property

ξµ − ξµ−1 = φ(ξµ) ≥ φ0 > 0, for all µ ≥ 0.

Theorem 1.1. [8] Assume that the provided functions in the equation

y(z) =



ϕ(z) +

∫ z

z0

k1(z, τ)y(τ)dτ

+

∫ Θ(z)

z0

k2(z, τ)y(τ)dτ, z ∈ (z0, Z],

g(z), z ∈ [Θ(z0), z0],

(1.2)
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exhibit continuity within their respective domains and the delay function
Θ holds the above conditions (A1) − (A3). Therefore, there exists a
unique and bounded y ∈ C(z0,Ω] for any initial function g ∈ C[Θ(z0), z0]
which solves the delay integral equation (1.2) on the interval (z0, Z] and
corresponds to g on the interval [Θ(z0), z0]. In general, this solution
possesses a finite (jump) discontinuity at z = z0:

lim
z→z+0

y(z) ̸= lim
z→z−0

y(z) = g(t0).

The solution will be continuous at z = z0 if, and only if, the initial
function satisfies the following equation:

ϕ(z0)−
∫ z0

Θ(z0)
k2(z0, τ)g(τ)dτ = g(t0).

Due to the fact that solutions of delay problems with non-vanishing
delays generally experience loss of regularity at the primary disconti-
nuity points {ξµ}, the mesh Jh underlying the collocation space must
incorporate these points if the collocation solution is to achieve its opti-
mal global (or local) order (of super-convergence). Thus, for J := (z0, Z]
and for µ = 0, . . . ,M , we will utilize meshes of the form

Jh :=
M∪
µ=0

J
(µ)
h , J

(µ)
h := {z(µ)n : ξµ = z

(µ)
0 < z

(µ)
1 < · · · < z

(µ)
N = ξµ+1},

(1.3)
and for µ = −1,

J
(−1)
h := {z(−1)

n : Θ(z0) = z
(−1)
0 < z

(−1)
1 < · · · < z

(−1)
N = z0}.

Definition 1.2. A mesh Jh for J := [z0, Z] is considered to be Θ-
invariant if it is constrained, and if

Θ(J
(µ)
h ) = J

(µ−1)
h , µ = 1, . . . ,M, (1.4)

holds.
So, we will have the following rigorous notations:

σ(µ)
n := (z(µ)n , z

(µ)
n+1], σ̄n := [z(µ)n , z

(µ)
n+1], h(µ)n := z

(µ)
n+1 − z(µ)n ,

h(µ) := max
n

h(µ)n , h := max
(µ)

h(µ), 0 ≤ n ≤ N − 1.

Considering a Θ-variant mesh Jh, the collocation solution vh will be a
component of a piecewise polynomial space

S
(d)
m+d(Jh) := {u ∈ Cd(Jh) : u|σ(µ)

n
∈ Πm+d, 0 ≤ n ≤ N − 1, 0 ≤ µ ≤ M}.

(1.5)
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Let’s choose the collocation points as

Xh :=
M∪
µ=0

X
(µ)
h , (1.6)

These points are determined based on the M + 1 local sets

X
(µ)
h = {z(µ)n,i = z(µ)n + cih

(µ)
n : 0 < c1 < · · · < cm ≤ 1, n = 0, ..., N − 1}.

It’s obvious that the cardinality of Xh will be equivalent to Nm. For
more detail, see [8] and references therein.

The representation of the collocation solution vh ∈ S
(−1)
m−1(Jh) for the

delay IEs (1.1) is given by the collocation equation:

vh(t) =


ϕ(z) +

∫ z

z0

k1(z, τ, vh(τ))dτ

+

∫ Θ(z)

z0

k2(z, τ, vh(τ))dτ, z ∈ Xh,

g(z), z ∈ [Θ(z0), z0],

(1.7)

on σ
(µ)
n . The lag function Θ = Θ(z) = z−φ(t) will be assumed to satisfy

the conditions (A1)− (A3). Additionally, we will consider the mesh Jh
on the interval J := [z0, Z]. The MSCM is derived from incorporat-
ing r previous time steps into the collocation polynomials. Particularly,
we will seek a collocation polynomial with a restriction to the interval
σ
(µ)
n . Proofs of most of the results can be found in [1, 3, 2, 8]. In [8],

Brunner employed collocation-type methods to compute numerical so-
lutions for nonlinear delay IEs and investigated their association with
iterated collocation methods. In [3] and [2], in order to achieve good
convergence, local super-convergence, and stability properties, a class of
MSCM was constructed by loosening some collocation conditions. The
analysis of the MSCM for solving delay IEs with a delay function t− τ
was first studied by P. Darania [1, 2] and [7, 11]. Moreover, a general
class of MSCM that relies on r fixed number of previous time steps and
m collocation points was defined by him in [3]. These methods exhibit
a uniform order of m+ r for all choices of collocation parameters, with
a local super-convergence order of 2m + 2r − 1 in mesh points for a
specific selection of collocation parameters. In contrast, classical collo-
cation methods possess a uniform order of m for all choices of collocation
parameters and local super-convergence properties at the mesh points,
with an order of 2m − 2 for Gauss and Lobatto points and an order of
2m − 1 for Radau II points (see [8]). The construction of a MSCM to
solve a general class of nonlinear delay IEs, including two types of linear
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and nonlinear lag functions Θ(t), and the investigation of the conver-
gence analysis of this method were carried out by P. Darania and F.
Shotoudehmaram in [1]. In this paper, our focus is on investigating the
super-convergence with an extensive stability region of the MSCM for
solving delay integral equations. The next sections of this paper are
arranged as follows: In Section 2, the orders of super-convergence and
linear stability of this technique are ascertained, and the manuscript is
concluded in Section 3, by demonstrating the effectiveness of this tech-
nique through some numerical instances.

2. Super-convergence

Here, we present the formula for local super-convergence of equation
(1.7) as well as the implementation method in the MSCM. In order to
prove the super-convergence of the solution to the problem (1.7), the
super-convergence analysis will be discussed using the method proposed
in [1]. We will also refer to the theorem that is proved in [1] and repre-
sents the convergence result of the problem (1.7).

Theorem 2.1. [1] Let us consider the function in (1.2) satisfying ϕ ∈
Cm+r(I), k1 ∈ Cm+r(Ω), k2 ∈ Cm+r(ΩΘ), g ∈ Cm+r([z0, Z], and for
z ∈ [Θ(z0), z0] the integral

G(t) :=

∫ Θ(z)

z0

k2(z, τ)g(τ)dτ, (2.1)

is determined exactly. Also, suppose that the initial error for any z ∈
(ξµ, ξµ+1], µ = 0, . . . ,M is ∥y−vh∥∞ = O(hm+r), and ρ(A) < 1,, where
ρ indicates the spectral radius and

AAA =

[
000r−1,1 Ir−1

Lr−1(1)Lr−1(1)Lr−1(1) LLLr−2(1), . . . ,LLL0(1)

]
. (2.2)

Then, for any sufficiently small h, the restricted mesh collocation solu-
tion
vh ∈ S

(−1)
m−1(Jh) for (1.2) satisfies ∥ε∥∞ ≤ Chm+r, where ε(t) = y(z) −

vh(z) represents the error of the exact collocation method and C is a
positive constant independent of h. This estimation holds for all collo-
cation parameters {ci} with 0 ≤ c1 ≤ · · · ≤ cm ≤ 1.

Theorem 2.2. [1] Assuming that theorem 2.1 is satisfied, with the ex-
ception that the integrals

G(z) =

∫ Θ(z)

z0

k2(z, τ)g(τ)dτ, z = z
(µ)
n,i , n = 0, 1, . . . N − 1, µ = 0,



Superconvergence and linear stability of multistep collocation method ... 47

are approximated by quadrature Ḡ(z), along with associated quadrature
errors E0(t) := G(z) − Ḡ(z), where ∥E0(z)∥ ≤ hq, for some q > 0.
In this case, the collocation solution vh ∈ S

(−1)
m−1(Jh) satisfies for any

sufficiently small h > 0, where, ∥ε∥∞ ≤ Chp, with p = min{m + r, q},
and C is a finite constant that is independent of h.

Now, we will obtain the local super-convergence in the interior points
J
(µ)
h , µ = 0, 1, . . . ,M . For this purpose, in the same manner in [1], we

define

vh(z
(µ)
n + τh(µ)n ) =

r−1∑
k=0

Lk(τ)y
(µ)
n−k +

m∑
j=1

L̂j(s)V
(µ)
n,j , τ ∈ (0, 1], (2.3)

where Lk(τ) and L̂j(τ) are the following polynomials with a degree of
m+ r − 1 defined by

Lk(τ) =
m∏
i=1

s− ci
−k − ci

·
r−1∏
i=0
i ̸=k

s+ i

−k + i
, L̂(τ) =

r−1∏
i=0

s+ i

cj + i
·

m∏
i=1
i ̸=j

s− ci
cj − ci

,

(2.4)
and the collocation parameters are supposed to satisfy c1 ̸= 0 and ci ̸= cj
for i ̸= j and

V
(µ)
n,j = vh(z

(µ)
n,j ), n = r, . . . , N − 1. (2.5)

Theorem 2.3. Let the assumption of the theorem 2.1 holds with
p = 2m+r−1 and let the collocation parameters {ci}mi=1, be the solution
of the system

cm = 1,

1

i+ 1
−

r−1∑
k=0

βk(−k)i −
m∑
j=1

γj(cj)
i = 0, i = m+ r, . . . , 2m+ r − 2,

(2.6)
where

βk =

∫ 1

0
Lk(τ)dτ, γj =

∫ 1

0
L̂j(τ)dτ. (2.7)

Moreover, assume that the delay integral

G(z) =

∫ Θ(z)

z0

k2(z, τ, g(τ))dτ, (2.8)
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can be evaluated analytically. Then

max
1≤n≤N

|ε(zn)| ≤ Chp. (2.9)

Proof. The collocation equation (1.2) can be expressed in the form

vh(t) = −δh(z) +

∫ z

z0

k1(z, τ)vh(τ)dτ +

∫ Θ(z)

z0

k2(z, τ)vh(τ)dτ, z ∈ J,

(2.10)
where the defect function δh is zero at interior points J

(µ)
h ,

δh(t
(µ)
n,i ) = 0, (2.11)

Additionally, we get δ(z) = 0 for z ≤ z0. The collocation error ε = y−vh
can be obtained by solving the integral equation

ε(z) = δh(z) +

∫ z

z0

k1(z, τ)εh(τ)dτ + F (z), z ∈ J, (2.12)

where

F (z) =

∫ Θ(z)

z0

k2(z, τ)ε(τ)dτ, z ∈ [z0, Z]. (2.13)

For z ∈ [Θ(z0), z0], we obtain F (z) = 0. Therefore, the error equation
(2.12) simplifies to a classical Volterra equation, which has a unique
solution given by

ε(z) = δh(z) +

∫ z

z0

R1(z, τ)δh(τ)dτ, (2.14)

where R1 represents the resolvent kernel corresponding to the given
kernel k1. Since Z = ξM+1,, where M is a positive integer, and for
z ∈ [ξµ, ξµ+1], 1 ≤ µ ≤ M − 1, the collocation error ε(z) can be repre-
sented by equation (2.12) in the form

ε(z) = δh(z) +

∫ z

ξµ

Rµ(z, τ)δh(τ)dτ +

µ−1∑
κ=0

∫ ξκ+1

ξκ

Rκ(z, τ)δh(τ)dτ

+

∫ Θ(z)

ξµ−1

Qµ−1(z, τ)δh(τ)dτ +

µ−1∑
κ=0

∫ ξκ+1

ξκ

Qv(z, τ)δh(τ)dτ, z ∈ J,

Here, Rµ(z, τ) and Qκ(z, τ) indicate functions that exhibit continuity
on their respective domains and rely on k1 and k2.
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Now, for z = z
(µ)
n , we obtain

ε(z
(µ)
n ) =

n−1∑
l=0

h
(µ)
l

∫ 1

0
Rµ(z

(µ)
n , z

(µ)
l + τh

(µ)
l )δh(z

(µ)
l + τh

(µ)
l )dτ

+

µ−1∑
κ=0

N−1∑
l=0

h
(κ)
l

∫ 1

0
Rκ(z

(κ)
n , z

(κ)
l + τh

(κ)
l )δh(z

(κ)
l + τh

(κ)
l )dτ

+

n−1∑
l=0

h
(µ−1)
l

∫ 1

0
Qµ−1(z

(µ)
n , z

(µ−1)
l + τh

(µ−1)
l )δh(z

(µ−1)
l + τh

(µ−1)
l )dτ

+

µ−1∑
κ=0

N−1∑
l=0

h
(κ)
l

∫ 1

0
Qκ(z

(κ)
n , z

(κ)
l + τh

(κ)
l )δh(z

(κ)
l + τh

(κ)
l )dτ.

Consider the quadrature formula

∫ 1

0
f(τ)dτ ≈

r−1∑
k=0

βkf(−k) +
m∑
j=1

γjf(cj), (2.15)

and assume that the collocation parameters {ci}mi=1, are the solution of
the system


cm = 1,

1

i+ 1
−

r−1∑
k=0

βk(−k)i −
m∑
j=1

γj(cj)
i = 0, i = m+ r, . . . , p− 1,

(2.16)
with

βk =

∫ 1

0
Lk(τ)dτ, γj =

∫ 1

0
L̂j(τ)dτ. (2.17)
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Let, h(µ) := max
n

h
(µ)
n and h := max

µ
h(µ). Then, for the computation of

the integrals in (2.15), we get

ε(z
(µ)
n ) = h

n−1∑
l=0

(
r−1∑
k=0

βkRµ(z
(µ)
n , z

(µ)
l − kh

(µ)
l )δh(zt

(µ)
l − kh

(µ)
l )

+
m∑
j=1

γjRµ(z
(µ)
n , z

(µ)
l + cjh

(µ)
l )δh(z

(µ)
l + cjh

(µ)
l )

)

+h

µ−1∑
κ=0

N−1∑
l=0

(
r−1∑
k=0

βkRκ(z
(µ)
n , z

(κ)
l − kh

(κ)
l )δh(z

(κ)
l − kh

(κ)
l )

+

m∑
j=1

γjRκ(z
(µ)
n , z

(κ)
l + cjh

(κ)
l )δh(z

(κ)
l + cjh

(κ)
l )

)
+ h

N−1∑
l=0

µ−1∑
κ=0

E
(1)
n,l,κ

+h

n−1∑
l=0

(
r−1∑
k=0

(βkQµ−1(z
(µ)
n , z

(µ−1)
l − kh

(µ−1)
l )δh(z

(µ−1)
l − kh

(µ−1)
l )

+

m∑
j=1

γjQµ−1(z
(µ)
n , z

(µ−1)
l + cjh

(µ−1)
l )δh(z

(µ−1)
l + cjh

(µ−1)
l )

)

+h

µ−1∑
κ=0

N−1∑
l=0

(
r−1∑
k=0

βkQκ(z
(µ)
n , z

(κ)
l − kh

(κ)
l )δh(z

(κ)
l − kh

(κ)
l )

+
m∑
j=1

γjQκ(z
(µ)
n , z

(κ)
l + cjh

(κ)
l )δh(z

(κ)
l + cjh

(κ)
l )

)

+h

n−1∑
l=0

En,l,µ−1 + h

n−1∑
l=0

En,l,µ + h

N−1∑
l=0

µ−1∑
κ=0

E
(2)
n,l,v.

(2.18)
Here, En,l,µ, En,l,µ−1, E(1)

n,l,κ, and E
(2)
n,l,κ are the associated error terms.

The assumption cm = 1, ensures that z
(µ)
l−k, z

(κ)
l−k, z

(µ)
l,j , and z

(κ)
l,j are

collocation points for any choice of k and j. As the defect function is
zero at the collocation points, we get δ(z

(µ)
l−k) = δ(z

(κ)
l−k) = δ(z

(µ)
l,j ) =

δ(z
(κ)
l,j ) = 0, hence for 0 ≤ l < n ≤ N − 1, 0 ≤ m ≤ N − 1, we have

ε(z
(µ)
n ) = h

n−1∑
l=0

En,l,µ + h

N−1∑
l=0

µ−1∑
κ=0

E
(1)
n,l,κ + h

N−1∑
l=0

µ−1∑
κ=0

E
(2)
n,l,κ

+h
n−1∑
l=0

En,l,µ−1.

(2.19)
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As a result, according to the quadrature formula (2.15), the order of
ε(z

(µ)
n ) is equal to the order of each En,l,µ, En,l,µ−1, E

(1)
n,l,κ and E

(2)
n,l,κ.

The condition (2.16) on the collocation parameters {ci}mi=1, ensures that
the quadrature formula (2.15) has the degree of p− 1 and by employing
the Peano theorem with p− 1, we can achieve

max
1≤n≤N−1

|ε(z(µ)n )| ≤ Chp, (2.20)

where the finite constant C does not depend on h. □

3. Linear Stability

To analyze linear stability, we will assume the basic test equation

y(z) =

 1 + λ

∫ z

0
y(τ)dτ + λ

∫ Θ(z)

0
y(τ)dτ, z ∈ [z0, Z],

g(z), z ∈ [Θ(z0, z0).

(3.1)

Now, we set∫ ci

0
Lk(τ)dτ = Ωik,

∫ ci

0
L̂(τ)dτ = ρij ,∫ 1

0
Lk(τ)dτ = βk,

∫ 1

0
L̂(τ)dτ = γj ,∫ 1

0
g(z

(−1)
l + τh

(−1)
l )dτ = g̃l,

∫ 1

ci

g(z
(−1)
l + τh

(−1)
l )dτ = ĝn,i

(3.2)

and we define

V
(µ)
n =

[
V

(µ)
n,1 , ..., V

(µ)
n,m

]T
, y

(r,µ)
n =

[
y
(µ)
n , ..., y

(µ)
n−r+1

]T
,

u = [1, ..., 1]T ∈ Rm, βββ = [β0, ..., βr−1]
T ,

γγγ = [γ1, ..., γm]T , L̂̂L̂L(1) =
[
L̂1(1), ..., L̂m(1)

]T
,

LLL(1) = [L0(1), ..., Lr−1(1)]
T , LLL(0) = [L0(0), ..., Lr−1(0)]

T ,

Ω̂̂Ω̂Ω = (Ωik) ∈ Rm×r, ρρρ = (ρij) ∈ Rm×m,

AAA(z) =

[
−L̂̂L̂LT (z)
0r×m

]
, z = 0, 1, CCC(z) =

[
1 −LLLT (z)

0r×1 Ir

]
, z = 0, 1,

BBB =

[
01×r 0
Ir 0r×1

]
, G̃GGn =

∫ 1

0
g(t(−1)

n + τh(−1)
n )dτ,

(3.3)
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and

Ĝ̂ĜGn =

[∫ 1

c1

g(z(−1)
n + τh(−1)

n )dτ, . . . ,

∫ 1

cm

ϕ(z(−1)
n + τh(−1)

n )

]T
.

Theorem 3.1. For the test equation (3.1), by using the exact MSCM
[1], we have the following recurrence relation

YYYn = TTT (ζ)YYYn−1 +NNN (ζ), (3.4)
where

YYY =



y
(µ)
n+1

y
(r,µ)
n

V
(µ)
n

y
(µ−1)
n

y
(r,µ−1)
n

V
(µ−1)
n


, (3.5)

and the stability matrix is TTT (ζ) ∈ R(p+r+3)2, which is provided by

TTT (ζ) = [PPP(ζ)]−1MMM(ζ), NNN (ζ) = [PPP(ζ)]−1JJJ (ζ), (3.6)

with ζ = λh and

PPP(ζ) =


0 −ζΩ̂̂Ω̂Ω Im − ζρρρ 0 −ζΩ̂̂Ω̂Ω −ζρρρ

0 −ζΩ̂̂Ω̂Ω Im − ζρρρ 0 0 0

CCC(1) AAA(1) 0 0
0 0 CCC(0) AAA(0)

 , (3.7)

MMM(ζ) =


0 ζ(uuuβββT − Ω̂̂Ω̂Ω) Im + ζ(uuuγγγT − ρρρ) 0 ζ(uuuβββT − Ω̂)Ω̂)Ω̂) ζ(uuuγγγT − ρρρ)

0 ζ(uuuβββT − Ω̂̂Ω̂Ω) Im + ζ(uuuγγγT − ρρρ) 0 0 0

BBB 0 0 0
0 0 BBB 0

 ,

(3.8)

JJJ (ζ) = −ζ


0

ĜGGn−1 − ĜGGn + uuuG̃GGn

0
0

 . (3.9)

Proof. The collocation equation of (3.1) is

vh(z) = 1 + λ

∫ z

z0

vh(τ)dτ + λ

∫ Θ(z)

z0

vh(τ)dτ, (3.10)
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by substituting z = z
(µ)
n,i , in the equation (3.10), we obtain

vh(z
(µ)
n,i ) = 1 + λ

∫ z
(µ)
n,i

z0

vh(τ)dτ + λ

∫ Θ(z
(µ)
n,i )

z0

vh(τ)dτ

= 1 + λ(Vvh)(z
(µ)
n,i ) + λ(VΘvh)(z

(µ)
n,i ),

(3.11)

where

(Vvh)(z
(µ)
n,i ) =

µ−1∑
η=0

N−1∑
l=0

h
(η)
l

∫ 1

0
vh(z

(η)
l + τh

(η)
l )dτ

+
n−1∑
l=0

h
(µ)
l

∫ 1

0
vh(z

(µ)
l + τh

(µ)
l )dτ + h(µ)n

∫ ci

0
vh(z

(µ)
n + τh(µ)n )dτ,

(3.12)
and

(Vθvh)(z
(µ)
n,i ) =



µ−2∑
η=0

N−1∑
l=0

h
(η)
l

∫ 1

0
vh(z

(η)
l + τh

(η)
l )dτ

+

n−1∑
l=0

h
(µ−1)
l

∫ 1

0
vh(z

(µ−1)
l + τh

(µ−1)
l )dτ

+h
(µ−1)
n

∫ ci

0
vh(z

(µ−1)
n + τh(µ−1)

n )dτ,

Θ(z
(µ)
n,i > z0, µ = 1, . . . ,M,

−h
(−1)
n

∫ 1

ci

g(z(−1)
n + τh(−1)

n ))dτ

−
N−1∑
l=n+1

h
(−1)
l

∫ 1

0
g(t

(−1)
l + τh

(−1)
l )dτ, Θ(z

(0)
n,i ) ≤ z0.

(3.13)
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In equations (3.12) and (3.13), we assume that h = max
κ,l

h
(κ)
l , κ =

0, . . . , µ, and ζ = hλ. Then by using the equation (2.3), we have

VVV (µ)
n =



uuu+ ζ

{
uuu

[ µ−1∑
η=0

N−1∑
l=0

(βββTyyy
(r,η)
l + γγγTV

(η)
l )

+
n−1∑
l=0

(βββTyyy
(r,µ)
l + γγγTV

(µ)
l ) +

µ−2∑
η=0

N−1∑
l=0

(βββTyyy
(r,η)
l + γγγTVVV

(η)
l )

+
n−1∑
l=0

(βββTyyy
(r,µ−1)
l + γγγTVVV

(µ−1)
l )

]
+Ω̂̂Ω̂Ω(yyy

(r,µ)
n + yyy

(r,µ−1)
n )

+ρρρ(VVV
(µ)
n + VVV

(µ−1)
n )

}
, Θ(z

(µ)
n,i ) > z0, µ = 1, . . . ,M,

uuu+ ζ

{
uuu

[ µ−1∑
η=0

N−1∑
l=0

(βββTyyy
(r,η)
l ) + γγγTV

(η)
l )

+
n−1∑
l=0

(βββTyyy
(r,µ)
l + γγγTV

(µ)
l )−

N−1∑
l=n+1

G̃l

]
+ Ω̂̂Ω̂Ωyyy(r,µ)n + ρρρVVV (µ)

n

−Ĝ̂ĜGn

}
, Θ(z

(0)
n,i ) ≤ z0,

(3.14)
The computation of the difference V(µ)

n −V
(µ)
n−1 by inserting the (3.14) for

both expressions V
(µ)
n and V

(µ)
n−1, when Θ(t

(µ)
n,i ) > z0 and Θ(t

(µ)
n,i ) ≤ z0,

leads to

QQQ1(ζ)


VVV

(µ)
n

VVV
(µ−1)
n

yyy
(r,µ)
n

yyy
(r,µ−1)
n

 =MMM1(ζ)


VVV

(µ)
n−1

VVV
(r,µ−1)
n−1

yyy
(r,µ)
n−1

yyy
(r,µ−1)
n−1

+NNN1(ζ), (3.15)

where

QQQ1(ζ) =

[
Im − ζρρρ −ζρρρ −ζρρρ −ζΩΩΩ

Im − ζρρρ 0 −ζΩ̂̂Ω̂Ω 0,

]
, (3.16)

MMM1(ζ) =

[
Im + ζ(γγγT − ρρρ) ζ(γγγT − ρρρ) ζ(βββT − Ω̂̂Ω̂Ω) ζ(βββT − Ω̂̂Ω̂Ω)

Im + ζ(γγγT − ρρρ) 0 ζ(βββT − Ω̂̂Ω̂Ω) 0,

]
,

(3.17)
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NNN1(ζ) = −ζuuu

[
000

ĜGGn−1 − ĜGGn

]
. (3.18)

Using the notations in this section and based on the provided equation

y(z(µ)n + τh) =
r−1∑
k=0

Lk(τ)y
(µ)
n−k +

m∑
j=1

L̂(τ)Y
(µ)
n,j , τ ∈ [0, 1],

we have
y
(µ)
n+1 = LLLT (1)y(r,µ)

n + L̂̂L̂LT (1)V(µ)
n , (3.19)

and
y(µ−1)
n = LLLT (0)y(r,µ−1)

n + L̂̂L̂LT (0)V(µ−1)
n , (3.20)

We can express it in the following matrix forms:

CCC(1)

[
y
(µ)
n+1

y
(r,µ)
n

]
+AAA(1)V(µ)

n = BBB

[
y
(µ)
n

y
(r,µ)
n−1

]
, (3.21)

CCC(0)

[
y
(µ−1)
n

y
(r,µ−1)
n

]
+AAA(0)V(µ−1)

n = BBB

[
y
(µ−1)
n−1

y
(r,µ−1)
n−1

]
, (3.22)

where AAA(z),CCC(z), z = 0, 1 and BBB are given by (3.3).
Now, we conclude from (3.21), (3.22) and (3.15)-(3.18) that

PPP(ζ)



yyy
(µ)
n+1

yyy
(r,µ)
n

VVV
(µ)
n

yyy
(µ−1)
n

yyy
(r,µ−1)
n

VVV
(µ−1)
n


=MMM(ζ)



yyy
(µ)
n

yyy
(r,µ)
n−1

VVV
(µ)
n−1

yyy
(µ−1)
n−1

yyy
(r,µ−1)
n−1

VVV
(µ−1)
n−1


+ JJJ(ζ), (3.23)

where

PPP(ζ) =


0 −ζΩΩΩ Im − ζρρρ 0 −ζΩΩΩ −ζρρρ
0 −ζΩΩΩ Im − ζρρρ 0 0 0
CCC(1) AAA(1) 0 0
0 0 CCC(0) AAA(0)

 ,

MMM(ζ) =


0 ζ(uuuβββT −ΩΩΩ) Im + ζ(uuuγγγT − ρρρ) 0 ζ(uuuβββT −ΩΩΩ) ζ(uuuγγγT − ρρρ)

0 ζ(uuuβββT −ΩΩΩ) Im + ζ(uuuγγγT − ρρρ) 0 0 0
BBB 0 0 0
0 0 BBB 0

 ,
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JJJ (ζ) = −ζ


0

ĜGGn−1 − ĜGGn + uuuG̃GGn

0
0

 ,

or more concisely, as
Yn = TTT (ζ)Yn−1 +NNN (ζ), (3.24)

where TTT (ζ) = PPP−1(ζ)MMM(ζ), NNN (ζ) = PPP−1(ζ)JJJ(ζ) are known, thus con-
cluding the proof. □

Theorem 3.2. Let the assumption of Theorem 3.1 holds and ∥TTT (ζ)∥ ≤
1. Consequently, the equation (3.24) is stable.

Proof. The proof is derived by making a simple adjustment to Theorem
3.3, as presented in [4]. □

Theorem 3.3. In the test equation (3.1), by using the discretized MSCM
[1], we get the following recurrence equation

YYYn = T̃̃T̃T (ζ)YYYn−1 + Ñ̃ÑN (ζ),

where AAA(.), CCC(.), JJJ (.), and BBB are already defined. Also, the matrix of
stability T̃̃T̃T (ζ), is provided by

T̃̃T̃T (ζ) =
[
P̃̃P̃P(z)

]−1
M̃̃M̃M(ζ), Ñ̃ÑN (ζ) =

[
P̃̃P̃P(ζ)

]−1
JJJ (ζ),

and

P̃̃P̃P(ζ) =


0 −ζΩ̃ΩΩ Im − ζρ̃ρρ 0 −ζΩ̃ΩΩ −ζρ̃ρρ

0 −ζΩ̃ΩΩ Im − ζρ̃ρρ 0 0 0

CCC(1) AAA(1) 0 0
0 0 CCC(0) AAA(0)

 ,

M̃̃M̃M(ζ) =


0 ζ(uuuβ̃ββ

T − Ω̃ΩΩ) Im + ζ(uuuγ̃γγT − ρ̃ρρ) 0 ζ(uuuβ̃ββ
T − Ω̃ΩΩ) ζ(uuuγ̃γγT − ρ̃ρρ)

0 ζ(uuuβ̃ββ
T − Ω̃ΩΩ) Im + ζ(uuuγ̃γγT − ρ̃ρρ) 0 0 0

BBB 0 0 0
0 0 BBB 0

 ,

and

Ω̃jk =

µ0∑
l=1

ωjlLk(djl), ρ̃ik =

µ0∑
l=1

ωilL̂k(dil), β̃k =

µ1∑
l=1

ωlLk(dl), γ̃j =

µ1∑
l=1

ωlL̂j(dl),

β̃ββ = [β̃0, ..., β̃r−1]
T , γ̃γγ = [γ̃1, ..., γ̃m]T , Ω̃ΩΩ = (Ω̃ik) ∈ Rm×r, ρ̃ρρ = (ρ̃ij) ∈ Rm×m.
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Proof. The proof follows immediately from the consequence of Theorem
3.1. □

The stability function of the method with regard to (3.1) is given by

Q(x, ζ) = det(xIp+r+3 −TTT (ζ)). (3.25)

Additionally, the stability properties of the exact MSCM will be ana-
lyzed with the polynomial acquired by multiplying the stability function
(3.25) by its denominator. The resulting polynomial will be denoted by
the same Q(x, ζ). Moreover, the area of absolute stability of the methods
is defined by

SSS := {ζ ∈ C : |xl(ζ)| < 1, l = 1, 2, ..., p+ r + 3},

which is represented by the roots of the polynomial p(x, ζ), namely
{xl}p+r+3

l=1 . For this method, we have

Q(x, ζ) =

p+r+3∑
l=0

Ql(ζ)x
l, (3.26)

where Ql(ζ), l = 0, 1, ..., p + r + 3, refers to polynomials of degree 2m
or lower. We will use the boundary locus method to achieve the area of
absolute stability by substituting x = eiθ, the roots of (3.26) define the
area of stability.

3.1. Stability area. The present section will demonstrate the analyti-
cal results achieved in Section 3, using the following instances. Also, the
stability polynomial for MSCM can be represented by the form (3.26). It
should be noted that Fig. 1, illustrates the stability area for the MSCM
with c = (0.31, 0.75, 1) and r = m = 3. Meanwhile, Figures 2, and 3 de-
pict the stability area for the MSCM with r = 4,m = 2, c = (0.7, 1) and
m = 2, r = 3 including the super convergence collocation parameters
c = (2138 , 1), respectively.

Remark 3.4. The order of applied quadrature rules in the discretized
MSCM is shown to be at least the same order for the MSCM in Section
2. Since the polynomials Lk(s), k = 0, 1, ..., r−1 and L̂(s), j = 1, 2, ...,m,
possess the degree of 2m+2r+2, the quadrature rules will be exact for
them. Moreover, for the MSCM, we have TTT (ζ) = T̃̃T̃T (ζ). Stability areas
are displayed in Figures 1, 2, and 3, and will remain unchanged for the
discretized cases.
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Figure 1. The region of stability for the MSCM (convergence).

-140 -120 -100 -80 -60 -40 -20 0

Real(z) 

-80

-60

-40

-20

0

20

40

60

80

Im
ag

e(
z)

 

Figure 2. The region of stability for the MSCM (convergence).

4. Numerical examples

In this segment, some examples will be evaluated to validate our theo-
retical results. We are considering the MSCM with r = 3 and m = 2, as
shown in Examples 4.1 and 4.2, which were selected from the collocation
abscissas of the system (2.16), with (c1, c2) = (2138 , 1). The method has
an order of p = 6 (super-convergence).



Superconvergence and linear stability of multistep collocation method ... 59

-30 -25 -20 -15 -10 -5 0

Real(z) 

-20

-15

-10

-5

0

5

10

15

20

Im
ag

e(
z)

 

Figure 3. The region of stability for the MSCM (super-convergence).

Example 4.1. [1] Let us consider the non-linear delay integral equations
as follows:

y(z) =


ϕ(z) +

∫ z

1
4

(τ2 + z + 1)y2(τ)dτ +

∫ 1
2
z

1
4

(2τ + z2 + 4)y2(τ)dτ, z ∈ (14 , 1],

z + sin z, z ∈ [18 ,
1
4 ].

here, ϕ(z) is such that the exact solution is y(z) = z + sin z.

In Example 4.1, we assume that ξ2 = Z = 1 , then

ξµ = (
1

2
)2−µ, µ = 0, 1.

The highest (maximum) errors at the grid points for r = 3 and m = 2
versus N are presented in Table 1. The rate of convergence that was
observed is computed from the maximum errors at the grid points, which
corroborate the results of the convergence in theorem 2.3.

Observe that, the convergence order for c = (0.7, 1), is pc = m + r,
and the super-convergence order for c = (2138 , 1), is psc = 2m+ r − 1.

c = (2138 , 1) c = (0.7, 1)
N ||y − vh||∞ psc ||y − vh||∞ pc

4 1.62× 10−8 4.95 5.461× 10−8 2.72
8 1.07× 10−9 5.46 8.28× 10−9 4.25
16 2.43× 10−11 5.73 4.33× 10−10 4.68
32 4.57× 10−13 - 1.68× 10−11 -

Table 1. The highest errors ∥y − vh∥∞ resulting from m = 2 and r = 3 in Example 4.1.
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Example 4.2. [1] Consider the linear delay integral equations with the
non-linear lag function Θ(t) as:

y(z) =


z +

∫ 1
2
z2

1
4

τy(τ)dτ, z ∈ (14 , 1],

ez, z ∈ [ 132 ,
1
4 ].

where the exact solution is

y(z) =


ez, z ∈ [ 132 ,

1
4 ],

3
4e

1
4 + z + 1

2e
z2

2 (−2 + z2), z ∈ (14 ,
1√
2
],

z + 1
384(−2 + 756e

1
32 + 16z6 + 48e

z4

8 (−16 + zt4)

+9e
1
4 (−1 + 4z4)), z ∈ ( 1√

2
, 2

1
4 ].

In Example 4.2, we identify that the solution of the delay equation is
discontinuous at z0 = 1

4 . Hence, the primary discontinuity points ξµ can
be attributed to the formula as follows:

Θ(ξµ) =
1

2
(ξµ)

2 = ξµ−1, µ = 1, · · · ; ξ0 = z0 =
1

4
,

and Z = 1 ∈ (ξ1, ξ2]. Also, the images {c̃i} of the collocation parameters
{ci} can be obtained from the following relation

Θ(z(µ)n +cih
(µ)
n ) =

1

2
(z(µ)n +cih

(µ)
n )2 = z(µ−1)

n + c̃ih
(µ−1)
n , i = 1, . . . ,m.

Table 2 shows the highest errors for some values of N . These results are
consistent with the theoretical prediction.

c = (2138 , 1) c = (0.7, 1)
N ||y − vh||∞ psc ||y − vh||∞ pc

4 2.62× 10−8 4.60 3.16× 10−8 3.99
8 1.96× 10−9 5.42 1.99× 10−9 4.75
16 4.55× 10−12 5.65 7.38× 10−11 4.90
32 9.04× 10−14 - -

Table 2.The highest errors ∥y − vh∥∞ resulting from m = 2 and r = 3 in Example 4.1.

5. Conclusion

This paper describes a multistep collocation technique for approxi-
mating the solutions of delay integral equations. In addition, we present
a general analysis of the super-convergence and linear stability of this
method. Furthermore, the multistep collocation methods exhibit a uni-
form order of m + r for all choices of collocation parameters [1] and a
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local super-convergence order of 2m + r − 1 in the mesh points of col-
location parameters. In order to evaluate the efficiency of the preferred
method, various instances are conducted.
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