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Abstract: 

Detecting a breast mass is a common and stressful event for women. Although most breast masses 
are benign, the risk of malignancy highlights the importance of appropriate screening.  Different 
imaging methods have different precisions and accuracies, so choosing an appropriate imaging 
method, especially for women with dense breast tissue, is very important. Since vascular structure 
regional temperatures differ between normal and abnormal tissues, thermography can detect 
masses earlier than conventional imaging methods. 237 cases, including 152 healthy  individuals 
and 85 cases with breast masses  examined in this study. The raw recorded images of these cases 
are gray-level, which are given to a nonlinear transform to become colorful and increase the 

thermal contrast. Then, these color-scaled images are given to convolutional neural networks. 
The used networks in this research are AlexNet and GoogLeNet. The extracted features are given 
to different classifiers as input. The classifiers used in this study are KNN, SVM, and NB. The 
best result was achieved when GoogLeNet and SVM were used together. The results of this study 
have a remarkable accuracy and sensitivity, which are 95.8% and 100%, respectively.  The 
developed system, combining nonlinear color scaling and deep learning, shows potential as an 
effective tool for early breast screening. 
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1. Introduction 

Breast cancer is the most well-known type of disease 

among women all throughout the world [1]. Based on World 

Health Organization (WHO) reports, by the end of 2020, 

breast cancer became the most common cancer in the world, 

with over 7.8 million diagnosed cases in the past 5 years. 

Also, 685 million global deaths were reported due to breast 

cancer. Breast cancer might occur in women at any age after 

puberty, but the probability increases in older age [2] Early 

diagnosis of breast cancer plays a significant role in curing 

breast cancer, because it has a tendency to metastasize in the 

middle and late stages. Therefore, it is vital to diagnose 

breast cancer in the early stages, which can improve the 

survival rate of patients [3] and provides fewer loss 

surgeries (lumpectomy vs. mastectomy). A variety of 

techniques are utilized for the early diagnosis of breast 

cancer.  

Mammograms have been the gold standard for breast 

cancer screening since 1960. However, it is affected by 

parameters like age, breast tissue density, BMI, and family 

history [4]. This method is based on X-rays that can 

stimulate some cells. Although mammography is the most 

commonly used imaging method for breast cancer 

screening, the false negative rates of this method can reach 

up to 30% [5]. Additionally, it usually can't detect cancer in 

younger women due to their breast density [6]. The masking 

effect on mammography that occurs in dense breast tissue 

reduces sensitivity. Moreover, mammography is potentially 

an independent risk factor that can develop breast cancer 

itself [7]. 

Sonography or ultrasound imaging is usually used to 

further investigate suspicious breast regions found during 

breast examination or mammography. Moreover, this 

method is used for complementary screening in patients 

with dense breast tissue. Sonography is a complementary 

method to mammography since it is widely accessible, 

moderately inexpensive, and does not discomfort patients. 

The disadvantage of this technique is its inability to detect 

breast cancer at an early stage and its higher rate of false-

positive results [8].  

Magnetic resonance imaging (MRI) of the breast is a test 

used to detect breast cancer and other abnormalities in the 

breast. In MRI, a strong magnetic field is used to acquire 

high-resolution images of the breasts in different locations. 

To increase image quality, a contrast agent is utilized. MRI 

has some advantages, like its high sensitivity, high 

https://cste.journals.umz.ac.ir/
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specificity, and being non-invasive. The disadvantages of 

this method are that it is not suitable for patients with 

Claustrophobia and it high price [3]. Moreover, women are 

not permitted to breastfeed their children for several hours 

[9]. 

However, despite the wide use of mammography, 

ultrasound, and MRI in breast cancer diagnosis, each of 

these imaging techniques suffers from specific limitations. 

Mammography shows reduced sensitivity in women with 

dense breast tissue and can yield false-negative results. 

Ultrasound, although non-invasive, is highly dependent on 

operator experience, and MRI, while providing detailed 

anatomical information, is both expensive and unsuitable 

for all patients due to specific conditions such as 

claustrophobia or breastfeeding limitations. These 

shortcomings have driven researchers to explore non-

invasive, safe, and more accessible complementary imaging 

techniques, one of which is thermal imaging. 

Another method that can be used for breast cancer 

detection is infrared imaging, which is also known as 

thermography. Thermography captures thermal radiation 

emitted from tissue in the range of 2-20 micrometers. 

Metabolic activities, blood perfusion, and the temperature 

of the environment are parameters that affect body 

temperature. If the metabolic activity of a tissue changes for 

any reason, like a tumor or any abnormality, the temperature 

of the skin changes too. This variation in temperature is 

because of having different biology and a higher metabolic 

rate [10]. 

In spite of the fact that the utilization of breast cancer 

detection via thermography started in the 1960s, it was 

criticized after the Breast Cancer Detection Demonstration 

Project (BCDDP) for its low precision. Poor imaging 

protocol and the absence of experienced thermographers to 

interpret the collected thermal images lead to low precision 

[11]. However, due to the progress in resolution of thermal 

imaging cameras and computer-aided diagnosis (CAD) 

systems, thermography can now be considered as an 

alternate imaging method for the early detection of breast 

cancer [1]. 

To help the radiologists with breast mass differentiation, 

various machine learning methods have been proposed. For 

example, Zavvar et al. performed the breast cancer 

diagnosis of thermography images using Support Vector 

Machine (SVM). The inputs of their classifier were pixel-

based features, which were extracted from the images. They 

achieved high accuracy [12]. Abdel Nasser et al. [13] have 

used dynamic thermograms with fixed time steps to detect 

breast cancer. They used the LTR and texture analysis 

methods to model the changes in the breast’s temperature. 

Then they gave this model to the MLP classifier. They 

differentiate between normal and cancerous cases with 

AUC=0.989. In [14] The proposed method was used for the 

classification of normal, benign, and malignant cases 

according to their thermographic images of the breast. For 

feature selection, ant colony optimization (ACO) and 

particle swarm optimization (PSO) were used. Then, the 

outputs are given to a multi-class SVM with a polynomial 

kernel function. The results showed that their method had a 

good performance. In [15], to detect the tumor region, the 

authors used the active contours technique by employing 

different energy functions. The accuracy of their method 

was 91.98%. Recent studies are more interested in using 

deep networks. For instance, in one study, sparse principal 

component analysis was used to extract features from a 

ResNet-50 pre-trained model. At the end, in order to classify 

the participants, a random forest model was used, which led 

to the classification of normal and abnormal subjects with 

an accuracy of 78.16% [16]. In a newer research, a machine 

learning model based on convolutional neural networks 

(CNN) was used. The performance of this model was 

observed in two modes: of simple CNN and adding clinical 

data decisions to the CNN. The final result  reported an 

accuracy  of  93.8%  for  the  model that  used clinical  data 

versus 85.4% for the one that  didn’t [17]. 

Several recent studies have explored the application of 

deep learning techniques in breast thermography for cancer 

detection. For instance, Tamrin et al. [18] employed a hybrid 

deep learning approach combining CNN and SVM 

classifiers to achieve high accuracy in classifying breast 

thermograms. Similarly, Lak and Najafi [19] utilized 

machine learning and computer vision techniques to analyze 

thermographic images for breast cancer diagnosis. 

The main objectives of this study can be grouped as i) 

Imaging protocol, ii) Assigning a specific nonlinear 

transform on raw images, iii) using a pre-trained CNN 

network as feature extraction, and iv) comparing different 

methods of classification. 

While prior studies have demonstrated the potential of 

thermography combined with machine learning for breast 

cancer diagnosis, most rely on raw grayscale images or 

basic feature extraction methods, which limit the model’s 

sensitivity and specificity. Furthermore, data imbalance and 

the reliance on manual feature selection often reduce the 

generalizability of the results. Our approach tackles these 

issues by enhancing the contrast using a tailored nonlinear 

transform and using transfer learning from pre-trained 

CNNs to extract robust features. These steps improve both 

the interpretability and classification performance, offering 

a more reliable framework for breast mass detection. 

2. Materials and Methods 

In this section, the methodology of the breast 

thermography procedure is explained. The whole 

methodology is made up of four stages: Breast image data 

acquisition, proposing a nonlinear transform for color 

scaling, and feature extraction and classification. The 

framework is shown in Figure 1. The database, which was 

used for system development, consists of 152 healthy and 

85 cases with mass in their breasts (total = 237). The average 

age of patients is 39.63. Written informed consent was 

obtained from the patients. The dataset used in this study 

was self-collected over a six-month period from patients 

who visited Chamran Clinic in Mashhad for ultrasound 

screening. Only those participants who strictly followed the 

pre-thermography instructions were included in the imaging 

phase.  All procedures were carried out under controlled 
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conditions based on a standardized thermal imaging 

protocol. Ethical approval and patient consent details are 

provided in the “Ethics approval” section at the end of the 

paper. The authors affirm that human research participants 

provided informed consent for publication of the images.

 

Figure 1. Breast thermography procedure

The original thermography images were captured using a 

FLIR Lepton 3 infrared camera at a resolution of 120×160 

pixels. Since AlexNet and GoogLeNet architectures require 

input images of 224×224×3, all images were resized to this 

input dimension using bicubic interpolation before being 

fed into the networks. 

To improve the model’s generalization, data augmentation 

techniques, including horizontal flipping and random 

translation within a pixel range of [-30, 30] were applied 

dynamically during training. This approach increased the 

diversity of the data input while the actual number of 

samples remained 237. 

2.1. Imaging Protocol 

Because of human physiology, a controlled environment is 

a necessity for thermal imaging. Any changes in 

temperature, clothing, air conditioning and etc., during 

image recording can cause thermal artifacts. There are some 

tips that all patients should follow in order to be prepared 

for imaging. All patients are commanded to desist from sun 

exposure, stimulation or treatment of the breasts, lotions, 

antiperspirants, cosmetics, deodorants, bathing, and 

exercising before the test [20]. It should be noted that the 

metabolic rate of the body can change depending on the 

food that the patient consumes before the imaging. This can 

lead to variations in the observed thermograms. Large 

meals, cold or hot beverages such as tea, coffee, or iced 

water, as well as alcohol consumption and smoking, should 

be avoided a few hours before the examination. 

The examination room’s temperature and humidity must 

be controlled (18 and 25 ℃ with a relative humidity 

between 40% and 75%). The room should also be free from 

drafts and infrared sources of heat. Shielded windows can 

prevent external radiation from entering the room [21]. 

Lastly, the patients must undergo 15 minutes of waist-up 

nude while their arms have no contact with the body to 

acclimate to the environment. It should be noted that the 

wall behind the patient must be covered with a cloth so there 

will be no reflection, and the examination must be 

performed in a dark room to prevent any heat reflection 

from light sources. Images were taken in 5 directions: front, 

45°, and 90° rotations to both left and right. For thermal 

contrast enhancement of areas with abnormal vascularity 

and metabolic activities, cold stress is suggested. One 

common cold stress, called the cold challenge, consists of 

plunging the hands in cold water, which reduces the overall 

temperature of the breasts [22]. 

The captured breast thermal images were obtained using 

an infrared camera FLIR Lepton3 with thermal sensitivity 

of <50mK (0.05 ℃). The unprocessed images of this 

camera are in gray-level. Each pixel value of this image 

corresponds to an amount of temperature. In these images, 

the lowest value corresponds to black, which indicates the 

coldest point, and the highest value corresponds to white, 

which indicates the hottest point. Figure 2 shows an 

example of a raw image.
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Figure 2. Raw thermal images of the breast in all directions

2.2. Proposed Nonlinear Transform for Color Scaling 

Thermograms are normally in a gray level form of images, 

but discoveries show that human beings can’t interpret gray 

images well. Human beings can distinguish a number of 

colors, while they can only recognize a few dozen gray level 

values. To analyze the images better, a nonlinear transform 

for color scaling is offered to thermograms. This color scale 

starts and ends with white, which blue and white represent 

cold and hot areas, respectively. The transformation 

function, which is used in this study, is according to 

Equation 1. In these equations, x is the Normalized gray 

level, which is between 0 and 1. Then these three channels 

of R, G, and B are concatenated. Results of applying this 

nonlinear transform on images are shown in Figures 3, and 

4. To further enhance the interpretability of the color-scaled 

images, the R channel is defined by Equation 1, and the G 

and B channels are defined similarly. The breakpoints in 

these equations were determined through an empirical 

process of iterative experimentation and comparative 

analysis of the resulting color spectrums. This process 

aimed to optimize the visual representation of temperature 

variations in thermography images, ensuring that subtle 

temperature differences are clearly discernible in the color-

scaled thermograms

. 
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Figure 3. Spectrum in raw thermal images vs color scaled images. White color shows the maximum temperature 
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Figure 4. Proposing a nonlinear transform for color scaling in Figure 2

Furthermore, it is worth noting that the proposed nonlinear 

transform, while effective for enhancing thermal contrast, 

may introduce mathematical discontinuities. However, 

these discontinuities are not visually perceptible in the final 

color-scaled thermograms due to factors such as clipping of 

negative values, the limited input range (0-1), and the visual 

insensitivity to small color variations. Moreover, the spatial 

averaging performed by the convolutional neural networks 

and the emphasis on overall thermal patterns contribute to 

mitigating the impact of these discontinuities, ensuring the 

generation of visually coherent and informative images for 

breast mass detection. 

2.3. Feature Extraction 

Convolutional Neural Network (CNN) is a specialized 

neural network for processing data, which is mostly used 

in image processing and recognition. A CNN acts very 

similar to a multilayer perceptron that has been designed to 

reduce processing requirements. The layers of a CNN 

consist of an input layer, hidden layers, and an output layer. 

Hidden layers include multiple convolutional layers, 

pooling layers, normalization layers, and fully connected 

layers. Because of its effective models, deep learning 

extracts features better than conventional machine learning. 

To have an excellent performance, CNNs need a large 

amount of data for training. To resolve this problem and to 

achieve efficient models of classification, employing pre-

trained deep learning models is suggested. These models 

have been trained with a large amount of data and have 

shown noticeable performance in image classification [23]. 

Moreover, the CNN network has simpler and quicker fine-

tuning than a network with randomly initialized weights 

from scratch [24-26]. Rather than training and testing the 

CNN with medical images, transfer learning is suggested. 

In transfer learning, the pre-trained CNN that is trained with 

millions of non-medical images is used for medical images 

[27]. 

In the proposed method, AlexNet [28] and GoogLeNet 

[29] models were used to extract features. The comparison 

of these networks is shown in Table 1.

Table 1. Comparison of AlexNet and GoogLeNet 

 
Number of 

layers 

Number of 

convolutional layers 

Number of full 

connection layers 

Inception 

model 

Local response 

normalization 
Top 5 error rate 

Year of 

publication 

AlexNet 8 5 3  ✓ 15.3% 2012 

GoogLeNet 22 21 1 ✓ ✓ 5.5% 2014 

AlexNet: Over the other non-deep learning methods, 

AlexNet achieved significantly improved performance for 

the ImageNet Large Scale Visual Recognition Challenge 

(ILSVRC) 2012 [30]. ImageNet is a set of data consisting 

of 1.2 million images with 1000 different categories. 

AlexNet has eight layers: the first five are convolutional 

layers and the last three are fully connected layers. 

GoogLeNet: The GoogLeNet model is remarkably more 

complicated and deeper than AlexNet. Significantly, it also 

includes “Inception” as a new module. In this module, filters 

of different sizes and dimensions are connected into a single 

new filter. The network with the inception architecture is 

faster than the network with a non-inception architecture 

[31]. This model includes two convolutional layers, two 

pooling layers, and nine “Inception” modules, which are 

comprised of six convolution layers and one pooling layer. 

To lessen the reliance on training data and to have a more 

accurate model, the data was augmented by rotating and 

mirroring images. The output of these two networks is 

separately applied to the classifiers. For model training and 

evaluation, the dataset was split into 70% for training, 15% 

for validation, and 15% for testing. The partitioning was 

performed randomly, ensuring a balanced distribution 

between healthy and mass cases. 

2.4. Classification 

In the classification stage, the performance of the 

following classifiers has been studied: K Nearest Neighbor 

(KNN) [32], Support Vector Machine (SVM) [33], and 

Naive Bayesian (NB) [34]. To ensure the statistical 

reliability of the classification results and minimize the risk 

of overfitting, we performed 4-fold cross-validation on the 

extracted features during the classifier training process. In 

each fold, the data was split into training and validation 

subsets, ensuring balanced representation from both classes. 

Additionally, it should be noted that the CNN models used 

for feature extraction (AlexNet and GoogLeNet) were pre-

trained on ImageNet and were not fine-tuned on our 

thermography dataset, so they did not see any of the training 

or testing samples during this process. 

KNN is one of the easiest and applicable algorithms in 

machine learning. Its basic principle is based on geometric 

measurement, and for measuring the distances between the 

data points, it often uses the Euclidean distance metric.  In 

https://searchenterpriseai.techtarget.com/definition/image-recognition
https://whatis.techtarget.com/definition/perceptron
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our implementation, we used k = 5 for kNN with correlation 

as the distance metric instead of the default Euclidean 

distance. Goals like regression and classification are 

achievable by measuring the distance between different 

feature values. 

𝐷(𝑖. 𝑗) = √∑ (𝑥𝑖𝑡 − 𝑥𝑗𝑡)
2𝑚

𝑡=1   (2) 

SVM is another algorithm of supervised learning with a 

special position in engineering practice [35]. In this study, 

we used the radial basis function (RBF) as the kernel 

function for SVM, with a BoxConstraint value of 10 and 

KernelScale set to 'auto'.  For a two-class problem, the 

fundamental idea of this algorithm is to find the best 

hyperplane Equation 3. where; w is a vector normal to the 

hyperplane, x is training data, b is bias, and f(x) represents 

the discriminant function, where the sign of f(x) determines 

the class assignment, respectively. 

𝑓(𝑥) = (𝑤 × 𝑥) + 𝑏(𝑥 ∈ 𝑅𝑚)  (3) 

In commonly used forms of SVM, the 

variable m represents the number of support vectors.  This 

method is also able to solve multi-class problems. If the data 

isn’t linearly separable, a mapping function, called a kernel, 

is used to determine the hyperplane. So, the hyperplane can 

be formulated according to Equation 4. In Equation 5, f (xd), 

𝑥𝑗, and 𝑥𝑑 represent the class of new input data, a support 

vector, and input data, respectively. 

𝑚𝑖𝑛
1

2
‖𝑤‖2 = 𝑚𝑖𝑛

1

2
‖𝑤‖𝑇𝑤  (4) 

𝑓(𝑥𝑑) = ∑ 𝑎𝑗𝑦𝑗𝑥𝑗𝑥𝑑 + 𝑏
𝑁𝑠
𝑗=1   (5) 

NB is also easy and fast to predict the classes of data sets. 

This algorithm is based on Bayes Theorem which is shown 

in Equation 6. In this equation; 𝑃(𝑋|𝑌), 𝑃(𝑌), 𝑃(𝑋), and 

𝑃(𝑌|𝑋) represents the conditional probability of the class for 

the given attribute, probability of the class, probability of 

the attribute, and the conditional probability that attribute 

belongs to the class, respectively. 

𝑃(𝑌|𝑋) =
𝑃(𝑌)𝑃(𝑋|𝑌)

𝑃(𝑋)
  (6) 

3. Results 

For better analysis of the images, a nonlinear transform is 

proposed to color scale images. The effect of this transform 

can be seen in Figure 6. where a, b, c, and d are gray-level 

image of a healthy case, gray-level image of a case with 

mass in breast, color scaled image of a healthy case, and 

color scaled image of a case with mass in breast, 

respectively. What seems clear is that not all the information 

can be extracted from gray-level images. In both gray-level 

images, there are warmer areas than the rest of the tissue, 

but the details are more obvious in colorful images. Heat 

distribution of hot spots can be a symptom of a disorder. In 

addition to high temperature, asymmetry is an important 

parameter in diagnosis because breast structure, 

temperature, and density are usually symmetrical. In this 

study, temperature and symmetry are considered as two 

important detection criteria alongside each other. It is 

because of the fact that when images are approximately 

symmetrical, small asymmetries can show a suspicious 

region. 

It should be noted that the higher temperature of the areas 

under the breast and underarms is due to the higher 

probability of sweating in those areas and has no diagnostic 

value. As also shown in Figure 5, the hot spots in (a) are 

approximately symmetrical, whereas in (b) there is 

temperature asymmetry in the left and right breast.

  
(a) (b) 

  
(c) (d) 

Figure 5. Comparing front images of: (a) gray-level image of a healthy case. (b) gray-level image of a case with a mass in the 

breast. (c) Color-scaled image of a healthy case. (d) color-scaled image of a case with mass in the breast

In this study, 237 participants, including 152 healthy 

individuals and 85 cases with a mass in their breasts, took 

part. The input size for CNN networks for feature extraction 

is 120*160. Comparing AlexNet and GoogLeNet, as 

expected, GoogLeNet, with a more complex architecture, is 
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a better method for feature extraction using the same 

classifier. 

In the following, the simulation results have been briefly  

described.  The classifiers that are used in the comparison of 

results are K-nearest neighbor (KNN), Support Vector 

Machine (SVM), Naive Bayesian (NB(. The classification 

performance is evaluated using random train/test splits. This 

can get persuasive results by eliminating the effect of 

manually dividing of train and test sets. It should be 

mentioned that the kernel function, which is used in the 

SVM, is a radial basis function (rbf). 

To assess the classification performance of the model, the 

accuracy, sensitivity, specificity, positive predictive 

value(PPV), and negative predictive value (NPV) are 

calculated.  

The train/ test accuracy obtained for each transfer learning 

technique presented is shown in Table 2. As seen, among all 

classifiers, SVM has the best accuracy in both  the  training 

and testing phases of AlexNet and GoogLeNet. The 

performance of each classifier is illustrated in Table 3. It 

should be noted that the performance values shown in Table 

3 were averaged over repeated runs and include both 

training and testing results. In contrast, the confusion matrix 

presented in Figure 6 corresponds to a single run on the test 

dataset using GoogLeNet and SVM. Slight differences may 

occur between the two due to randomness in data splits and 

classifier initialization.

Table 2. Comparison of training and testing accuracies for different classifiers 

 
Feature Extraction Method: AlexNet Feature Extraction Method: GoogLeNet 

train data test data train data test data 

KNN 92.1% 87.5% 93.9% 91.7% 

SVM 99.4% 90.3% 98.8% 95.8% 

NB 93.9% 90.3% 95.2% 91.7% 

Table 3. The performance of the applied classifiers 

 Accuracy Sensitivity Specificity PPV NPV 

AlexNet + KNN 87.5% 97.8% 69.2% 84.9% 94.7% 

AlexNet + SVM 90.3% 97.8% 76.9% 88.2% 95.2% 

AlexNet + NB 90.3% 97.8% 76.9% 88.2% 95.2% 

GoogLeNet + KNN 91.7% 95.7% 84.6% 91.7% 91.7% 

GoogLeNet + SVM 95.8% 100% 88.5% 93.9% 100% 

GoogLeNet + NB 91.7% 95.7% 84.6% 91.7% 91.7% 

The best result in this section is reached when the classifier 

is SVM and the feature extraction method is GoogLeNet 

(train error=1.2% and test error=4.2%).  It is obvious that, 

due to the fact that the initial weights of the network are 

chosen randomly, the declared results are not definite. The 

reported result is the average of repeated network 

executions. 

To assess the details of classification of best performance 

(GoogLeNet+SVM), the confusion matrix of the 

corresponding classification result is demonstrated in 

Figure 6. where class1 are healthy cases and class2 are cases 

with mass in their breasts. In this case, the accuracy of 

classification of train data is 98.8% and test data is 95.8%. 

The receiver operating characteristic curve (ROC) is 

calculated and shown in Figure 7. as well. An ROC curve is 

a graph that plots True Positive Rate and False Positive Rate 

which shows the performance of the classification model. 

Any ROC curve is actually a step function generated from a 

limited set of samples, that approaches a true curve as the 

number of samples increases and comes close to infinity. In 

this study, the ROC curves were computed using the 

perfcurve function in MATLAB, based on the class scores 

output by the SVM classifier. Although our task is binary, 

we plotted a curve for each class using a one-vs-rest 

strategy. This allows each class to be considered as the 

“positive class” separately. We report both curves for 

completeness, but the AUC of the “mass” class (Class 2) is 

used for primary performance evaluation. 

4. Discussion 

In the presented study, a fully automatic computer-aided 

breast screening and classification system based on a 

nonlinear transform is developed.  The developed system 

provides precious information to the specialists. It should be 

mentioned that our fully automatic system is based on the 

analysis of thermographic pictures. It is necessary to know 

that temperature is not the only important parameter for 

analyzing images, but the asymmetrical hot patterns also 

play a role. If there is a higher temperature on a breast 

forming a pattern, it doesn’t necessarily confirm the 

presence of a mass or tumor. The symmetrical points in the 

other breast should also be checked. If the hot spots were 

symmetrical in both breasts, there would not be a problem. 

If there were hot spots in a breast with no symmetrical sign 

on the other breast, that can confirm the presence of a mass 

or tumor. To have a better vision of the temperature pattern, 

this nonlinear transform was performed on the images. 
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Figure 6. Confusion matrix of the best result where the feature extraction method is GoogLeNet and the classifier is SVM 

  

Figure 7. ROC curves of the best result, where the feature extraction method is GoogLeNet and the classifier is SVM 

As seen in Figure 8-a, the whole breast is completely green 

with no hot spots. Therefore, this case is considered a 

healthy person. Needless to say, hot spots (red and white 

colors) in locations such as the neck, armpits, and under 

breasts are due to perspiration and less susceptibility to 

environmental temperature, which is considered to be 

normal. This usually happens in most subjects. The hot 

points in Figure 8-b attract attention. As mentioned before, 

although heat is a necessary sign to detect suspicious 

regions, it is not enough, and point symmetry must also be 

considered. Regarding the image, it is seen that the hot 

region observed in the upper-outer quarter of the left breast 

is symmetrical to the upper-outer quarter position of the 

right breast. Therefore, since the hot points are symmetrical, 

the case is also assumed to be a normal case with no 

problem. The importance of symmetry can be seen in the 

decision-making of these kinds of images. Moreover, hot 

spots in the breasts can sometimes be associated with age. 

Hot points with symmetry mostly happen in younger 

women. One important factor to remember is that the lesion 

distance to the skin strongly affects temperature. Finally, 

according to the images of Figure 8-c, in the upper-outer 

quadrant of the left breast, close to the auxiliary 2 o’clock, 

a hot region is seen which doesn’t have a similar 

correspondence in the right breast. Since no symmetry was 

found for it in the right breast, this case is assumed to have 

a mass or tumor in her breast. It should be emphasized that 

all of the above observations are approved by the ultrasound 

reports. 

Ultrasound and thermography reports of Figure 8-c case 

were compared, and the suspicious lesion observed in the 

left breast of thermography was confirmed by the 

radiologist with BIRADS 4a. 

Compared to previous works in the literature [14, 17, 18], 

the proposed method shows competitive or superior 

performance in terms of classification accuracy and AUC. 

Table 4 presents a comparative summary of classification 

performance metrics from several recent studies alongside 

the results of our proposed method. As shown, our model 

achieves higher or competitive performance across key 

metrics such as accuracy and AUC. 
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(b) 

 
(c) 

Figure 8. (a) a healthy person without any hot spot and no mass or tumor. (b) a healthy person with symmetrical hot spots in the 

breasts and no mass or tumor. (c) Abnormal case with asymmetrical hot spots with mass or tumor 

Table 4. Comparison of classification performance between the proposed method and recent studies on breast thermography 

Study Imaging Modality Classifier Accuracy (%) AUC 

Ahmed et al. (2019) [14] Thermography SVM + ACO-PSO 93.2 0.90 

Mammoottil et al. (2022) [17] Thermography CNN 93.8 0.94 

Rezazadeh et al. (2023) [18] Thermography CNN-SVM hybrid 94.6 0.95 

Our study Thermography Pre-trained CNN + SVM 95.8 0.996 

Besides the better vision of temperature pattern, which was 

obtained from the nonlinear transform, it can be seen that 

AlexNet and GoogLeNet do well even in the classification 

of the medical domain, which has a limited amount of data. 

What makes a difference in the performance of these 

networks is the architecture. The Inception Modules in 

GoogLeNet filter different sizes of convolutions and 

concatenate the filters for the next layer. Instead, layers 

input in AlexNet, processed by the former layer rather than 

a filter concatenation. As the depth of AlexNet is less when 

it attempts to learn features from image sets, it requires more 

time to attain better results compared to GoogLeNet. 

Analyzing the above results shows that GoogLeNet with 

SVM as a classifier has higher accuracy compared to other 

methods. It is shown that the specificity and sensitivity of 

this method are the highest values as well. As expected, the 

ROC curve also reached infinity with fewer steps, which 

means a lower error rate in identifying the classes. 

5. Conclusion 

In this work, we demonstrated the use of a deep learning 

framework in the classification of healthy cases and cases 

with mass in their breasts from thermal images. Thermal 

data can be used in two forms of gray-level images and in 

color-scaled scaled.  The color-scaled images are obtained 

from proposing a nonlinear transform on raw images, which 

are the input of the CNN network. The aim of using a CNN 

network is transfer learning, which is used for feature 

extraction. Then, the extracted features are applied to 

different classifiers. Then, the output becomes the input for 

classifiers, which are SVM, KNN, and NB. The best 

accuracy was assessed using GoogLeNet for feature 

extraction and an SVM classifier with 95.8%. It should be 

mentioned that these results are for color-scaled images. 

The accuracy of raw images with the same method was 

83%, and that’s why the nonlinear transform of color scaling 

is performed. Thus, the proposed system could be used as 

an effective screening system for early breast screening. 

For future work, as the feature extraction and classification 

are two separate tasks, further study should focus on linking 

these two tasks in order to reduce computational 

complexity. Another upgrade for future work can 

concentrate on improving the CNN model, which can lead 

to a reduction in the time spent on computation and training.  
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