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Abstract. In this paper, the kudryashov method has been used
for finding the general exact solutions of nonlinear evolution equa-
tions that namely the (3 + 1)-dimensional Jimbo-Miwa equation
and the (3 + 1)-dimensional potential YTSF equation, when the
simplest equation is the equation of Riccati.
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1. Introduction

The research area of nonlinear equations has been very active for the
past few decades. There are various kinds of nonlinear equations that
appear in various areas of physical and mathematical sciences. Much
effort has been made on the construction of exact solutions of nonlinear
equations, for their important role in the study of nonlinear physical phe-
nomena [2, 9]. Nonlinear wave phenomena appear in various scientific
and engineering fields, such as fluid mechanics, plasma physics, optimal
fiber, biology, oceanology [12], solid state physics, chemical physics and
geometry. In recent years, the powerful and efficient methods to find
analytic solutions of nonlinear equation have drawn a lot of interest by
a diverse group of scientists, such as Tanh-function method, extended

1 Corresponding author: kadkhoda@buqaen.ac.ir
Received: 23 March 2015
Revised: 27 August 2015
Accepted: 03 September 2015

1

http://cjms.journals.umz.ac.ir


2 N. Kadkhoda

Tanh-function method [3, 18, 19], Sine-cosine method [6, 20, 21], (G
′

G )-
expansion method[1, 7, 13].

In this paper we obtain the exact solutions of Jimbo-Miwa and Po-
tential YTSF equations by using the kudryashov method. The Jimbo-
Miwa equation is the second equation in the well known KP hierar-
chy of integrable systems, which is used to describe certain interesting
(3+1)-dimensional waves in physics but not pass any of the conventional
integrability tests.

The kudryashov method was developed by Kudryashov [10, 11] on
the basis of a procedure analogous to the first step of the test for the
Painleve property [4].

The paper is organized as follows:
In Section 2, we explain the main steps of the kudryashov method. In
Section 3, we apply this method to the (3 + 1)-dimensional Jimbo-Miwa
equation. In Section 4,we use the method to the (3 + 1)-dimensional
potential-YTSF equation. concluding remarks are summarized in Sec-
tion 5.

2. Description of the kudryashov method

In this section we recall the basic idea of the kudryashov method [8].
Let we have a partial differential equation and by means of an appro-
priate transformation this equation is reduced to a nonlinear ordinary
differential equation as follow:

P (u, u′, u′′, u′′′, ...) = 0. (2.1)

Exact solution of this equation can be constructed as finite series

u(x) =

n∑
i=0

ai(G(x))i (2.2)

Where G(x) is a solution of some ordinary differential equation re-
ferred to as the simplest equation, and A0, A1, A2, ..., AM are parameters
to be determined.
In this paper we use the equation of Riccati, as the simplest equation

G′(x) = cG(x) + dG(x)2 (2.3)

This equation is well-known nonlinear ordinary differential equation
which process exact solution constructed by elementary function. In
this paper we work with the following solutions of the Riccati equation

G(x) =
c exp [c(x+ x0)]

1− d exp [c(x+ x0)]
(2.4)

for case d < 0 , c > 0, here x0 is a constant of integration. and
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G(x) = − c exp [c(x+ x0)]

1 + d exp [c(x+ x0)]
(2.5)

for case d > 0 , c < 0 , similar above x0 is a constant of integration.
the simplest equation has two properties: (i)The order of simplest equa-
tion is lesser than equation (2.1), (ii) we know the general solution of
the simplest equation or we know at least exact analytical particular
solution(s) of the simplest Eq(2.3).
Now u(x) can be determined explicitly by using the following three steps:

• Step (1). By considering the homogeneous balance between the
highest nonlinear terms and the highest order derivatives of u(x)
in Eq.(2.1), the positive integer n in (2.2) is determined.
• Step (2). By substituting Eq.(2.2) with Eq.(2.3) into Eq.(2.1)

and collecting all terms with the same powers of G together, the
left hand side of Eq.(2.1) is converted into a polynomial. After
setting each coefficient of this polynomial to zero, we obtain a
set of algebraic equations in terms of Ai (i = 0, 1, 2, ..., n), c, d.
• Step (3). Solving the system of algebraic equations and then

substituting the results and the general solutions of (2.4) or (2.5)
into (2.2) gives solutions of (2.1).

Now, we will demonstrate the kudryashov method on two of nonlinear
equations, Jimbo-Miwa equation and Potential YTSF equation.

3. The Jimbo-Miwa equation

The Jimbo-Miwa equation is used to describe certain interesting (3+1)-
dimensional waves in physics. This equation is

uxxxy + 3uyuxx + 3uxuxy + 2uyt − 3uxz = 0. (3.1)

Where u : Rx ×Ry ×Rz ×R+
t → R.

There are many efforts to solve Eq.(3.1). Tang and Liang applied the
multi-linear variable separation scheme to Eq.(3.1) [15]. In [5] the Hi-
rotas bilinear formalism was employed to obtain three-soliton solutions.
some exact solutions of Eq.(3.1) obtained by an extended rational ex-
pansion method and symbolic computation[17]. The traveling wave so-

lutions for the equation presented using the G′

G -expansion method[14].
In this paper we obtain exact solutions of this equation using kudryashov
method. By the transformation ξ = x+ y + z − νt, Eq.(3.1) becomes:

u(4) + 3[(u′)2]′ − (2ν + 3)u′′ = 0 (3.2)

Integrating Eq.(3.2) once with respect to ξ and setting the integration
constant as zero yields
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u′′′ + 3(u′)2 − (2ν + 3)u′ = 0 (3.3)

Setting u′ = v, Eq.(3.3) becomes

v′′ + 3v2 − (2ν + 3)v = 0 (3.4)

With balancing according procedure that be described, we get n = 2,
therefore the solution of Eq.(3.4) can be expressed as follows:

v(ξ) =
2∑

i=0

Ai(G(ξ))i (3.5)

where G(ξ) satisfies the Riccati equation and A0, A1, A2 are parameters
to be determined. solutions of Riccati equation are given in (2.4), (2.5).
With substituting (3.5) into (3.4) and use of (2.3) and then equating all
coefficients of the functions Gi to zero, we obtain A0, A1 and A2:

Case 1 : A0 = −c
2

3
, A1 = −2cd, A2 = −2d2; 3cd+ c3d 6= 0(3.6)

Case 2 : A0 = 0, A1 = −2cd, A2 = −2d2; −3cd+ c3d 6= 0(3.7)

Recall u′(x, y, z, t) = v(x, y, z, t), therefore when d < 0 and c > 0 the
solution of Eq.(3.1) with using Case 1 (3.6) is given by

u1(x, y, z, t) = −c
2(x+ y + z − νt)

3
− 2c

1− d exp[c(x+ y + z − νt+ x1)]
,

(3.8)
where ν = −1

2(c2 + 3) and x1 is a constant of integration. also solution
of Eq.(3.1) with using Case 2 (3.7) is given by

u2(ξ) = − 2c

1− d exp[c(x+ y + z − νt+ x2)]
(3.9)

where ν = 1
2(c2 − 3) and x2 is a constant of integration.

And when d > 0 and c < 0 the solution of Eq.(3.1) with using Case 1
(3.6) is given by

u3(x, y, z, t) = −c
2(x+ y + z − νt)

3
− 2c

1 + d exp[c(x+ y + z − νt+ x3)]
,

(3.10)
where ν = −1

2(c2 + 3) and x3 is a constant of integration. also solution
of Eq.(3.1) with using Case 2 (3.7) is given by

u4(x, y, z, t) = − 2c

1 + d exp[c(x+ y + z − νt+ x4)]
(3.11)

where ν = 1
2(c2 − 3) and x4 is a constant of integration.
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4. The potential-YTSF equation

Now we would like to use this method to obtain the exact solutions
of the potential-YTSF equation read:

− 4uxt + uxxxz + 4uxuxz + 2uxxuz + 3uyy = 0, (4.1)

Eq.(4.1) is called the potential-YTSF equation which was firstly intro-
duced by Yu, Toda, Sasa and Fukuyama (YTSF) [23]. Recently, this
equation was studied and some single soliton and periodic solitary so-
lutions were obtained [24, 22]. [16] obtained exact solutions of (4.1) by
Exp-function method. By the transformation ξ = x+y+z−νt, Eq.(4.1)
becomes:

u(4) + 3[(u′)2]′ + (4ν + 3)u′′ = 0 (4.2)

Integrating Eq.(4.2) once with respect to ξ and setting the integration
constant as zero yields

u
′′′

+ 3(u′)2 + (4ν + 3)u′ = 0 (4.3)

Setting u′ = v, Eq.(4.3) becomes

V
′′

+ 3V 2 + (4ν + 3)V = 0 (4.4)

With balancing according procedure that be described, we get n = 2,
therefore the solution of Eq.(4.1) can be expressed as follows:

v(ξ) =

2∑
i=0

Ai(G(ξ))i (4.5)

where G(ξ) satisfies the Riccati equation and A0, A1, A2 are parameters
to be determined. solutions of Riccati equation are given in (2.4), (2.5).
With substituting (4.5) into (4.4) and use of (2.3) and then equating all
coefficients of the functions Gi to zero, we obtain A0, A1 and A2:

Case 1 : A0 = −c
2

3
, A1 = −2cd, A2 = −2d2; acd 6= 0(4.6)

Case 2 : A0 = 0, A1 = −2cd, A2 = −2d2; acd 6= 0 (4.7)

Recall u′(x, y, z, t) = v(x, y, z, t), therefore when d < 0 and c > 0 the
solutions of Eq.(4.1) with using Case 1 (4.6) is given by

u1,2(x, y, z, t) = −c
2(x+ y + z − ν1,2t)

3
− 2c

1− d exp[c(x+ y + z − ν1,2t+ x1)]
,

(4.8)
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where ν1,2 = 1
8(−3±

√
16c2 + 9) and x1 is a constant of integration. also

solutions of Eq.(4.1) with using Case 2 (4.7) is given by

u3,4(x, y, z, t) = − 2c

1− d exp[c(x+ y + z − ν3,4t+ x2)]
(4.9)

where ν3,4 = 1
8(−3±

√
9− 16c2) and x2 is a constant of integration.

And when d > 0 and c < 0 the solutions of Eq.(4.1) with using Case
1 (4.6) is given by

u5,6(x, y, z, t) = −c
2(x+ y + z − ν1,2t)

3
− 2c

1 + d exp[c(x+ y + z − ν1,2t+ x3)]
,

(4.10)
where x3 is a constant of integration.
also solutions of Eq.(4.1) with using Case 2 (4.7) is given by

u7,8(x, y, z, t) = − 2c

1 + d exp[c(x+ y + z − ν3,4t+ x4)]
(4.11)

where x4 is a constant of integration.

5. Concluding remarks

In this paper, the simplest equation method has been successfully
used to obtain exact solutions of the Jimbo-Miwa equation and Potential
YTSF equation. As the simplest equations, we have used the equation
of Riccati . For this simplest equation, we have obtained a balance
equation. By means of balance equations, we obtained exact solutions
of the studied class nonlinear PDEs. We have also verified that these
solutions we have found are indeed solutions to the original equations.

References

[1] R. Abazari, Application of (G′

G
)-expansion method to travelling wave solutions of

three nonlinear evolution equation, Comput. Fluids. 39 (2010), 1957–1963.
[2] M. Duranda and D. Langevin, Physicochemical approach to the theory of foam

drainage, Euro. phys. J. E. 7 (2002), 35–44.
[3] E. Fan, Extended tanh-function method and its applications to nonlinear equa-

tions, Phys. Lett A. 227 (2000), 212–218.
[4] ANW. Hone, Painleve tests, singularity structure and integrability, Lect Notes

Phys. 767 (2009) 245–277.
[5] X.-B. Hu, D.-L. Wang, H.-W. Tam and W.-M. Xue, Soliton solutions to the

Jimbo-Miwa equation and the Fordy-Gibbons-Jimbo-Miwa equation. Phys, Lett.
A. 262 (1999) 310–320.

[6] H. Jafari , A. Borhanifar and S.A. Karimi, New solitary wave solutions for the
bad Boussinesq and good Boussinesq equations, 25(5) , (2009), 1231–1237.

[7] H. Jafari, N. Kadkhoda and A. Biswas, The (G′

G
)-expansion method for solutions

of evolution equations from isothermal magnetostatic atmospheres, Journal of
King Saud University Science 25, (2013), 57–62.



Application of Kudryashov method for the (3+1)-dimensional nonlinear evolution equations7

[8] H. Jafari, N. Kadkhoda and C.M. Khalique, Travelling wave solutions of nonlin-
ear evolution equations using the simplest equation method, Comp. Math. Appl.
64, (2012), 2084-2088.

[9] NA. Kudryashov, On types of nonlinear integrable equations with exact solutions,
Phys. Lett. A. 155(45), (1991), 269–275.

[10] NA. Kudryashov, Simplest equation method to look for exact solutions of nonlin-
ear differential equations, Chaos. Solit. Fract. 24, (2005), 1217–1231.

[11] NA. Kudryashov and NB. Loguinova, Extended simplest equation method for
nonlinear differential equations, Appl.Math.Comput. 205, (2008), 396–402.

[12] LA. Ostrovsky, Nonlinear internal waves in a rotating ocean, Okeanologiya
1978;18:181-91 [in Russian] (Engl transl: Oceanology 18, (1978), 119-125).

[13] E. Salehpour1, H. Jafari and N. Kadkhoda, Application of (G′

G
)-expansion method

to nonlinear Lienard equation, Indian Jour of Sci and Tech 5, (2012) 2554–2556.

[14] M. Song and Y. Geb, Application of the (G′

G
)-expansion method to (3+1)-

dimensional nonlinear evolution equations, Comput. Math. Appl. 60, (2010)
1220–1227.

[15] X.Y. Tang and Z.F. Liang, Variable separation solutions for the (3+1)- dimen-
sional Jimbo-Miwa equation, Phys. Lett. A, 351, (2006), 398–402.

[16] YP. Wang, Solving the (3+1)-dimensional potential-YTSF equation with Exp-
function method, 2007 ISND J Phys Conf Ser (2008) 96012186.

[17] D. Wang, W. Sun, C. Kong and H.Q. Zhang, New extended rational expansion
method and exact solutions of Boussinesq equation and Jimbo-Miwa equations,
Appl. Math. Comput. 189, (2007) 878–886.

[18] A.M. Wazwaz, The tanh-coth method for solitons and kink solutions fornon-linear
parabolic equations, Appl.Math.Comput. 188, (2007) 1467–1475.

[19] A.M. Wazwaz, The tanh method: solitons and periodic solutions for the Dodd-
Bullough-Mikhailov and the Tzitzeica-Dodd-Bullough equations. Chaos. Solit.
Fract, 25 (1), (2005) 55–63.

[20] A.M. Wazwaz, A sine-cosine method for handling nonlinear wave equations.
Math. Comput. Model. 40, (2004) 499–508.

[21] A.M. Wazwaz, The sine-cosine method for obtaining solutions with compact and
noncompact structures. Appl. Math. Comput. 159, (2004), 559–576.

[22] Z. Xiping, D. Zhengde and Li. Donglong, New periodic soliton solutions for the
(3 + 1)-dimensional potential-YTSF equation, Chaos. Solit. Fract. 42, (2009)
657–661.

[23] S.J. Yu, K. Toda, N. Sasa and T. Fukuyama, N-soliton solutions to the
Bogoyavlenskii-Schiff equation and a quest for the soliton solution in (3+1) di-
mensions, Phys. A. 31, (1998) 3337–3347.

[24] Dai. Zhengde, Liu. Jun and Li. Donglong, Applications of HTA and EHTA to
YTSF equation, Appl. Math. Comput. 207 (2), (2009) 360-364.


	1. Introduction
	2. Description of the kudryashov method
	3. The Jimbo-Miwa equation
	4. The potential-YTSF equation
	5. Concluding remarks
	References

